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ABSTRACT

This paper develops and tests a non-linear utility-based econometric model of the temporal behavior of aggregate stock price movements, based on a constant relative risk aversion utility function and an observable information set consisting of aggregate consumption, aggregate dividends and past stock prices. The stochastic process derived from time-series analyses of consumption and dividends measured over annual intervals is used to derive and empirically test a closed-form solution for stock price movements. The endogenization of discount rate changes in the utility-based model is shown to be more consistent with aggregate stock price movements over a twenty year holdout period than constant discount rate models. The model is also used to estimate the representative investor's relative risk aversion. The estimate of 4.22 is consistent with that used by Grossman and Shiller in their perfect foresight model and is significantly higher than the relative risk aversion of 1.0 implied by logarithmic utility.
A UTILITY-BASED MODEL OF COMMON STOCK PRICE MOVEMENTS

1. Introduction

The purpose of this paper is to develop a utility-based econometric model of the time series behavior of aggregate common stock price movements. A non-linear time series model is estimated based on a constant relative risk aversion (CRRA) utility function and an observable information set consisting of aggregate consumption, aggregate dividends and past stock prices. Since spot consumption data is not available, the model accounts for the use of consumption data measured over annual intervals. The stochastic process derived from time-series analyses of consumption and dividends is used to derive a closed-form solution for aggregate stock price movements. This closed-form relation is tested in its conditional expectation form, using time-series data on aggregate stock price movements over the period 1926-82.

The aggregate CRRA utility function has been extensively analyzed in both theoretical\(^1\) and empirical\(^2\) studies. The present paper also estimates the representative investor's relative risk aversion. The magnitude of the econometric estimate of relative risk aversion is relevant to financial economics for two reasons. First, some theoretical results rely on the assumption of logarithmic utility; by estimating the difference between the relative risk aversion and unity, the logarithmic utility model can be tested. Second, the effects of changes in risk on the demand for risky assets and the savings decision depend on the magnitude of the relative risk aversion parameter.\(^3\)

As recognized by Grossman and Shiller (1981), a utility-based econometric time series model of stock price movements endogenizes intertemporal discount rate changes. The

---


\(^3\) See Rothschild and Stiglitz (1971).
performance of the CRRA model in tracking common stock price movements is compared to constant discount rate models. A constant discount rate model may be derived based on the assumptions of investor risk neutrality. One variant of the constant discount rate model is the limiting case of the utility-based model as relative risk aversion approaches zero. Another variant of a constant discount rate model is the familiar Williams–Gordon model where future expected dividends are assumed to grow at a constant rate. Rubinstein (1976, p. 410) has developed a natural uncertainty analogue to the Williams–Gordon model based on CRRA and the assumption that the growth rate in dividends and the growth rate in the marginal utility of aggregate consumption follow stationary random walks and with constant stationary correlation. The relative performance of these models in tracking aggregate stock price movements is reflective of the extent to which the available consumption data is able to endogenize discount rate changes.

Previous attempts at using CRRA models to explain stock price movements include Grossman and Shiller (1981) and Hansen and Singleton (1983). Grossman and Shiller assume that investors know with certainty the evolution through time of consumption, dividends and prices. Then, using an assumed value for relative risk aversion, current stock prices are represented as the discounted present value (using marginal rates of substitution as discount factors) of dividends and terminal stock price (1979 is the terminal date). In contrast to the Grossman and Shiller perfect foresight assumption, the current study models stock prices using investors ex-ante expectations from time-series analyses of observable data.

Hansen and Singleton (1983) assume consumption and common stock returns are jointly lognormally distributed. They then fit their model using monthly consumption data and various autoregressive lags. In contrast, the current model does not assume joint lognormality of consumption and stock price, but employs an empirical characterization of the time series behavior of the marginal utility of dividends.
The current paper uses annual consumption data and incorporates this distinction between interval and spot consumption. The use of annual consumption data has two advantages over monthly consumption data. First, annual consumption data is available over a much longer time period that encompasses a wider range of variability in the growth rate of consumption. Second, reported “consumption” data reflect consumption expenditures rather than consumption. While this problem is mitigated by focusing on non-durables, for short time intervals, such as a month, the relationship between consumption expenditures and consumption is tenuous even for “non-durables.” As in the prior studies of Grossman and Shiller and Hanson and Singleton, the treatment of the consumption flows from durables is not considered in the current paper. Implicitly, the marginal utility of consumption is assumed to be proportional to a power function of the consumption of non-durables. This is consistent with either a technological constraint that requires the consumption flow from durables to be extracted in fixed proportion to the consumption of non-durables or additively separable power utility functions for durables and nondurables.4

This paper is organized as follows. Section 2 derives the underlying valuation relation and its implication for the time series behavior of aggregate stock price movements. Section 3 discusses the empirical procedures employed in this paper. Section 4 contrasts the current paper’s model with five alternative models: the previously-discussed variants of constant discount rate models, a technical model, the Grossman-Shiller model and the Hansen-Singleton model. Section 5 presents the paper’s main conclusions and summary.

2. The Model

2.1. Introduction

The model analyzes the rate of change in average annual stock prices conditional on the

---

4 Recently, Dunn and Singleton (1984) have utilized an alternative approach to modeling the distinction between consumption purchases and service flows derived therefrom. They posit linear relationships between current-period consumption flows and past periods' expenditures on consumption items.
econometrician’s limited information set. The econometrician’s limited information set is specified as the past and present annual average values of dividends, real per capita consumption, and the price level; and past averages of stock prices. Note that the limited information set \( I_t \)—where \( I_t \) is a proper subset of \( I_t^* \), the full-information set—includes current dividends and consumption but excludes the current stock price. Thus, the model attempts to explain contemporaneous price movements, not to forecast stock price movements. A forecasting model would satisfy \((P_t, C_t, D_t) \subset I_t\) and derive \(E(P_{t+1} \mid I_t)\); here, \((C_t, D_t, P_{t-1}) \subset I_t, P_t \not\in I_t, \) and \(E(P_t \mid I_t)\) is derived.

Valuation theory relates spot consumption at points \(C_t, C_{t+1}\) (as the determinants of the marginal rate of substitution) to \(P_t\). However, for the entire period 1926-1982, the Commerce Department only estimated the total flows of consumption over an entire year.\(^5\) There exists a distinction between spot consumption and the annual quantity actually measured. This issue, denoted the “consumption integral problem,” was first studied by Breeden (1982). A different approach than that used by Breeden is required here because of the non-linear relation that arises from the CRRA assumption in a discrete-time valuation model.

2.2. Derivation of Valuation Model Under Constraints of Available Data

As mentioned in Section 2.1, empirical testing accounts for the distinction between spot consumption on which the theory is based, and interval consumption available for the empirical tests. Specifically, over the pre-1947 period, data on consumption collected by the Commerce Department was only reported for annual intervals. The following analysis builds from the theoretical relation based on unobservable spot consumption to a relation among observable magnitudes.

Under the assumption that all individuals have identical probability beliefs and CRRA utility functions with identical relative risk aversion and identical subjective rate of time

\(^5\) Quarterly consumption data is available from 1941 and monthly consumption data from January 1959.
preference, Rubinstein (1976) has derived the following valuation relation:

\[
P_t = \int_0^\infty \beta^r E \left[ \left( \frac{C_{t+r}}{C_t} \right)^{-A} \frac{D_{t+r}}{P_{t-1}} \mid I_t^* \right] \, dr
\]  

(1)

where

- \( P_t \) is the real stock price at time \( t \)
- \( D_{t+r} \) is the real dividend at time \( t + r \)
- \( \beta \) is the subjective rate of time preference
- \( A \) is the coefficient of relative risk aversion
- \( C_{t+r} \) is the consumption flow at time \( t + r \)

and

- \( I_t^* \) is the full information set at time \( t \).

The stochastic Euler condition (1) is well-known in the financial literature. Among others, Rubinstein (1976) performed an in-depth analysis of the CRRA utility function, Lucas (1978) provided a discrete-time derivation, while Grossman and Shiller (1982) considered the continuous-time analogue.

Dividing through by \( P_{t-1} \in I_t^* \) yields the rate of price appreciation, \( R_t \):

\[
R_t = \int_0^\infty \beta^r E \left[ \left( \frac{C_{t+r}}{C_t} \right)^{-A} \frac{D_{t+r}}{P_{t-1}} \mid I_t^* \right] \, dr
\]  

(2)

Although equation (2) expresses the equilibrium value of the market portfolio in a competitive exchange economy, the equilibrium condition can be interpreted as the portfolio equilibrium condition for a single individual who holds all assets and consumes all consumption. Price movements over time may then be viewed as the price changes that are required for that "composite individual" to continue to hold all assets and consume all consumption. Note that the specification of the subjective time preference function is arbitrary. In order to test the valuation relation, an alternative to Rubinstein's specification of the subjective rate of time preference is required.
Under the assumption that individuals are indifferent with respect to the within-year timing of consumption, the subjective rate of time preference changes discontinuously at year’s end, eq. (2) changes to eq. (3):

\[ R_t = \left( \sum_{i=1}^{\infty} \beta^{(2i-1)/2} J_{ti} \right) / (C_t^A P_{t-1}) \]

where

\[ J_{ti} \equiv \int_{i-1}^{i} E(C_{i+\tau}^A D_{i+\tau} | I_t^* \) d\tau \]

Note that equation (3) is equivalent to a discrete time interpretation of equation (2) if all annual consumption occurs at a single point within the year. However, equation (1) would not hold when annual interval consumption is simply substituted for spot consumption.

Based on a first order Taylor expansion of aggregate intra-year spot consumption around annual interval consumption, the rate of change in the average annual price is

\[ \bar{R}_t \approx k \sum_{i=1}^{\infty} \beta^{(2i-1)/2} \bar{J}_{ti} / (\bar{C}_t^A \bar{P}_{t-1}) \]

where

\[ \bar{R}_t \equiv \frac{\int_{i-1}^{i} P_{i+\tau} d\tau}{\int_{i-1}^{i} P_{i-1+\tau} d\tau} \]

\[ \bar{J}_{ti} \equiv E \left( \bar{C}_{i+\tau}^A \bar{D}_{i+\tau} | I_t^* \right) \]

\[ k \equiv \frac{(1 - A k_1)(1 + k_3)}{1 + k_2} \]

\[ k_1 \equiv E \left[ \int_{i-1}^{i} \left( \frac{C_t}{\bar{C}_t} - 1 \right) \left( \frac{D_t}{\bar{D}_t} - 1 \right) d\tau \right] \]

\[ k_2 \equiv E \left[ \int_{i-1}^{i} \left( \frac{p_\tau}{\bar{p}_i} - 1 \right) \left( \frac{q_\tau}{\bar{q}_i} - 1 \right) d\tau \right] \]

\[ k_3 \equiv E \left[ \int_{i-1}^{i} \left( \frac{d_\tau}{\bar{d}_i} - 1 \right) \left( \frac{q_\tau}{\bar{q}_i} - 1 \right) d\tau \right] \]
$\bar{R}_t$ is the rate of change in the average annual (real) stock price between period $t-1$ and period $t$

$\bar{C}_{t+i}, \bar{D}_{t+i}$ are, respectively, the cumulative values of real per capita consumption and real dividends over year $t+i$

$G_{t+r}, D_{t+r}$ are, respectively, the (real, per capita) consumption and dividend flows at instant $t+r$

$d_{t+r}$ is the nominal dividend payment at instant $t+r$

$p_{t+r}$ is the nominal stock price at instant $t+r$

$q_{t+r}$ is the consumption-goods price level at instant $t+r$

and

$\bar{p}_i, \bar{q}_i, \bar{d}_i$ are, respectively, the measured annual nominal averages of stock prices, consumption-goods prices and dividends over year $i$.

Proof is relegated to Appendix A. Note that relation (4), with the exception of the $k$ term and the use of annual averages, is identical to the discrete time valuation relation based on annual dividend payment intervals. The $k$ term should be viewed as a correction factor for intrayear interaction between dividends, consumption prices, stock prices and nominal consumption.

In using a first-order Taylor's series to approximate the integral of the intra-year marginal utility, the model is preferable to assuming that all intra-year consumption of dividends occurs at the same point within the year. Such an approach would ignore within-year consumption variation and would implicitly use a "zero-order" Taylor's series expansion. Consequently, the approximation obtained in this model is more precise than those derived from such a discrete-time empirical approximation. Nevertheless, an identical valuation relation to that used in the current paper could be obtained if individuals are assumed to
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Note that in deriving average real prices, inflation interactions may play a role in the valuation procedure. Specifically, if, in eq. (4), $k_2 \neq 0$ or $k_3 \neq 0$, then these interactions will affect $\bar{R}_t$. 
view all consumption within a year as a "composite good" and the time weights on utility could be specified as $k\beta^{(2t-1)/2}$.

Relation (4) contains a term involving an infinite series of expected marginal utilities of dividends in future years, $\overline{J}_{t,i}$, for $i = 1, \ldots$. Undoubtedly, investors use a very large and complex information set to forecast $\overline{J}_{t,1}$. However, it is assumed that once $\overline{J}_{t,1}$ is formed, future expectations are related by the first-order difference equation

$$\overline{J}_{t,i} - \overline{J}_{t,i-1} = \delta_t + \phi (\overline{J}_{t,i-1} - \overline{J}_{t,i-2}) \quad i \geq 2$$

While it is not possible to test this relation in terms of future expectations, preliminary empirical evidence indicates that $C_t^{-A}D_t$ follows a first-order autoregressive process which is at least consistent with the postulated first-order difference equation.

**Theorem 1.** If

$$\overline{J}_{t,i} - \overline{J}_{t,i-1} = \delta_t + \phi (\overline{J}_{t,i-1} - \overline{J}_{t,i-2})$$

for $i \geq 2$, and where $\delta_t \equiv \delta \overline{C}_t^{-A}P_{t-1}$, then

$$\overline{R}_t \equiv \frac{\beta k}{1 - \beta} \left\{ \frac{\beta \delta}{(1 - \beta)(1 - \beta \phi)} + \frac{1}{1 - \beta \phi} E \left[ \left( \frac{C_{t+1}}{C_t} \right)^{-A} \frac{D_{t+1}}{P_{t-1}} \mid I_t^* \right] - \phi \beta \frac{D_t}{1 - \beta \phi \frac{P_{t-1}}{1}} \right\} (5)$$

A proof of Eq. (5) is provided in Appendix D.

Equation (5) expresses the rate of price appreciation as a function of the expected marginal utility of next period's dividend, the current dividend, last period's stock price, the subjective rate of time preference, and the parameters of the stochastic process governing the evolution through time of the expected marginal utility of future dividends.

2.3. **Description of Empirical Data**

The data used in this study cover the period 1926 through 1982. Consumption is measured as total annual per capita real consumption expenditures on non-durables and services. Note that consumer durables, which provide future consumption flows, are not included.
in the consumption measure. Thus, consumption durables are implicitly assumed to be investment in future consumption flows that are extracted in fixed proportion to the consumption of non-durables. Real annual dividends, $\overline{D}_{t+r}$, were calculated as total nominal dividends on the NYSE value-weighted index divided by the average monthly value of the personal consumption expenditures (PCE) deflator for the appropriate year. Finally, the annual average real price level, $\overline{P}_{t}$, was estimated as the average of that year's month-end NYSE value-weighted index (appropriately standardized) divided by the average PCE deflator. These data are discussed in more detail in Appendix B.

2.4. Derivation of Testable Implications

While investors may use a complex and extensive information set in setting $\overline{J}_{t+1}$, the econometrician's information set, $I_{t}$, is assumed to contain only past and present values of consumption and dividends, and past values of stock prices. Specifically,

$$I_{t} = \{ \overline{C}_{t-i}, \overline{D}_{t-i}, \overline{P}_{t-i-1} \mid i = 0, 1, \ldots; t = 1, 2, \ldots \}$$

Thus, $I_{t}$ is a proper subset of the full-information set $I^{*}$. 

Dropping the bars above the variables for simplicity of notation, the expectation of the rate of price appreciation, conditional on the econometrician's information set, $I_{t}$, is obtained by applying the operator $E(\cdot \mid I_{t})$ to eq. (5):

$$E(R_{t} \mid I_{t}) = \frac{\beta k}{1 - \beta} \left\{ \frac{\beta \delta}{(1 - \beta)(1 - \beta \phi)} + \frac{1}{1 - \beta \phi} E \left[ \left( \frac{C_{t+1}}{C_{t}} \right)^{-\Lambda} \frac{D_{t+1}}{P_{t-1}} \mid I_{t} \right] - \frac{\delta \beta}{1 - \beta \phi} \frac{D_{t}}{P_{t-1}} \right\}$$

(6)

Relation (6) involves the conditional expectation of the marginal rate of substitution between current consumption and future dividends, based on the econometrician's information set, $I_{t}$. The econometrician's conditional expectation is assumed to behave in
accordance with the following stochastic process:

\[
E \left[ \left( \frac{C_{t+1}}{C_t} \right)^{-A} D_{t+1} - \left( \frac{C_t}{C_{t-1}} \right)^{-A} D_t \mid I_t \right] = \alpha_0 P_{t-1} + \alpha_1 \left[ \left( \frac{C_t}{C_{t-1}} \right)^{-A} D_t - \left( \frac{C_{t-1}}{C_{t-2}} \right)^{-A} D_{t-1} \right]
\]

This linear difference equation is stated in terms of the econometrician's (limited) information set \( I_t \) rather than the full information set \( I_t^* \). The elements of \( I_t \) are assumed to be annual averages of current year dividends and consumption growth and the previous year stock prices, dividends and consumption growth. Note that this first-order autoregressive equation is consistent with the preliminary time series tests which indicated that, for various positive \( A \), \( \Delta (C_{t+1}/C_t)^{-A} D_{t+1} \equiv (C_{t+1}/C_t)^{-A} D_{t+1} - (C_t/C_{t-1})^{-A} D_t \) follows an AR(1) process or a random walk.\(^7\) In order to prevent the drift term from decreasing in relative importance as real dividends increase over time, it is assumed to be proportional to the prior period's price. The diagnostic checks substantiating this modeling are provided in Tables C.1 and C.2 of Appendix C. These checks consist of an analysis of the autocorrelation and partial autocorrelation functions, to various lags, of \( \Delta (C_{t+1}/C_t)^{-A} D_{t+1} \).

Combining relations (5) and (7) and rearranging terms gives relation (8):

\[
E(R_t \mid I_t) = \varepsilon_1 + c_2 \left( \frac{C_t}{C_{t-1}} \right)^{-A} D_t \frac{P_t}{P_{t-1}} + c_2 \left( \frac{C_{t-1}}{C_{t-2}} \right)^{-A} D_{t-1} \frac{P_{t-1}}{P_t} + c_4 \frac{D_t}{P_{t-1}}
\]

with

\[
\begin{align*}
\varepsilon_1 & \equiv \frac{k\beta}{(1-\beta)(1-\beta\phi)} \left( \frac{\beta\delta + \alpha_0}{1-\beta} \right); \\
\varepsilon_2 & \equiv \frac{k\beta(1+\alpha_1)}{(1-\beta)(1-\beta\phi)}; \\
\varepsilon_3 & \equiv \frac{k\beta^2\phi}{(1-\beta)(1-\beta\phi)}; \\
\varepsilon_4 & \equiv \frac{k\beta^2\phi}{(1-\beta)(1-\beta\phi)}
\end{align*}
\]

Note that by ignoring intra-year variations in consumption, \( k \) would be set identically equal to unity. An attempt to estimate the \( \varepsilon_t \) by estimating their components - i.e., by estimating \( \beta, \phi, \delta, \alpha_0 \) and \( \alpha_1 \) - would misestimate the \( \varepsilon_t \)'s as it would ignore the presence of \( k \).

\(^7\) A random walk process implies \( \alpha_1 = 0 \) in eq. (7).
3. Econometric Model and Estimating Procedures

3.1. The Structural Econometric Model

The risk averse model, eq. (8), is appended with the dividend–dynamics equation, eq. (5), and an identity defining the rate of price appreciation. The resulting three-equation non–linear structural model is:

\[ R_t = \epsilon_1 + c_2 \left( \frac{C_t}{C_{t-1}} \right)^{-A} \frac{D_t}{P_{t-1}} + \epsilon_2 \alpha_1 \left[ \left( \frac{C_t}{C_{t-1}} \right)^{-A} \frac{D_t}{P_{t-1}} - \left( \frac{C_{t-1}}{C_{t-2}} \right)^{-A} \frac{D_{t-1}}{P_{t-1}} \right] + c_3 \frac{D_t}{P_{t-1}} + \epsilon_t \]  

\[ \left( \frac{C_{t+1}}{C_t} \right)^{-A} \frac{D_{t+1}}{P_{t-1}} = \left( \frac{C_t}{C_{t-1}} \right)^{-A} \frac{D_t}{P_{t-1}} + \alpha_0 \]  

\[ + \alpha_1 \left[ \left( \frac{C_t}{C_{t-1}} \right)^{-A} \frac{D_t}{P_{t-1}} - \left( \frac{C_{t-1}}{C_{t-2}} \right)^{-A} \frac{D_{t-1}}{P_{t-1}} \right] + \epsilon_t \]  

\[ R_t \equiv \frac{P_t}{P_{t-1}} \]  

This non–linear system of equations incorporates multiplicative interaction terms as well as non–linear terms involving the coefficient of relative risk aversion. Due to the nonlinearity on the LHS of equation (10), the system of equations cannot be estimated using non–linear least squares. A maximum likelihood procedure is used to estimate the parameters of this system of equations.

3.2. Serial Correlation in the Error Term

Note that since these structural models are formulated in terms of a limited information set that included last period price but not prices for higher order lags, serial correlation is consistent with rational expectations.

\[ \text{COV}(\epsilon_t, \epsilon_{t-j}) = E(\epsilon_t \epsilon_{t-j}) = E\{[R_t - E(R_t | I_t)][R_{t-j} - E(R_{t-j} | I_{t-j})]\} \]

\[ = E\{(E(R_t | I_t^*) - E(R_t | I_t))[E(R_{t-j} | I_{t-j}^*) - E(R_{t-j} | I_{t-j})]\} \]  
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The error in forecast at time $t$, $\epsilon_t \equiv E(R_t \mid I_t^c) - E(R_t \mid I_t)$ is due to elements in the complete information set, $I_t^c$, not included in the limited information set, $I_t$. These elements comprise the set $I_{t-j}$, where $I_t^c$ is the complement of the set $I_t$. Similarly, the time $t-j$ ($j \geq 1$) error $\epsilon_{t-j} \equiv E(R_{t-j} \mid I_{t-j}^c) - E(R_{t-j} \mid I_{t-j})$ is attributable to the set $I_{t-j}^c$. Since $I_t$ and $I_{t-j}$ have been narrowly defined as consumption, dividends for the current year and the two previous years and stock price for the previous year, $I_t^c$ and $I_{t-j}^c$ are both non-null. There are common elements — the elements in the set $I_t^c \cap I_{t-j}^c$ — which affect both $\epsilon_{t-j}$ and $\epsilon_t$. Consequently, it is quite plausible to expect $\text{COV}(\epsilon_t, \epsilon_{t-j}) \neq 0$; since $\epsilon_{t-j}$ and $\epsilon_t$ are affected by common elements contained in $I_t^c \cap I_{t-j}^c$, it is reasonable to expect $\text{COV}(\epsilon_t, \epsilon_{t-j}) > 0$.

Preliminary empirical evidence was consistent with positive covariance for $j = 1$, but could not reject zero autocorrelation for higher-order lags. The test results reported in Section 4 below will explicitly account for first-order serial autocorrelation in the error term $\epsilon_t$. The correction for autocorrelation effectively expands the econometrician's information set to include the previous year's error term, which implies an expansion of his information set to include the average annual values of the stock price two years ago, and dividend and consumption growth rates three years ago. Each of the return equations is modified by application of the operator $1 - \rho L$, where $L$ is the lag operator, and $\rho$ is the first-order autocorrelation.

3.3. Estimating Procedures

The econometric system consists of three equations. The first is eq. (8) (with the parameter constraint imposed). The second equation deals with the dividend-dynamics equation, eq. (7). The third equation is the identity $R_t \equiv P_t / P_{t-1}$.

Denoting

$y_t$ as a 1 x 3 row vector of the jointly dependent variables $P_t, C_t$ and $D_t$

$\beta$ as a 6 x 1 vector of the unknown behavioral and time series parameters $A, \alpha_0, \alpha_1, \sigma_1, \sigma_2$ and $\sigma_3$
and

e_t as a 1 x 3 row vector of the random disturbances ε_t, u_t and 0,

the non-linear system of equations may be expressed as

\[
\begin{pmatrix}
F_t(y_t, β) \\
R_t - P_t/P_{t-1}
\end{pmatrix} = e_t
\]

(13)

where

\( F_t \) is a twice differentiable function whose value is a 1 x 2 vector.

Under the assumption that \( e_t \) is distributed according to the multivariate normal probability law, and following the procedure developed in Berndt, Hall, Hall and Hausman (1974), the parameters are estimated by maximizing the concentrated log-likelihood function:

\[
L(β) = \sum_t \log | \det M_t | - \frac{1}{2} \log \det F'F
\]

(14)

where

\( M_t \) denotes the Jacobian matrix of the transformation from the underlying disturbances to the observed random variables, \( y_t \):

\[
M_t = \frac{\partial F_t(y_t, β)}{\partial y_t}
\]

(15)

The initial values of \( A \) and \( α_1 \) are set at 1 and 0, respectively. The initial values of the remaining parameters, \( ε_1, ε_2, ε_3 \) and \( α_0 \) are then estimated based on separate linear OLS estimates of equations (9) and (10).

The Berndt, Hall, Hall and Hausman (1974) algorithm for determining the parameters that maximize the likelihood function is used. This method is based on an iterative procedure that converges to maximum likelihood estimators for nonlinear structural econometric models. Their algorithm uses a gradient method to search for the optimal direction of change in the vector of estimated coefficients.
3.4. Parameter Estimates

Table 1 presents the econometric estimates of the parameters of the valuation model. The parameters reported in Table 1 comprise the behavioral parameter ($A$—the coefficient of relative risk aversion) and the parameters of the stochastic processes ($\rho$ and $\alpha_1$).
Table 1

Estimation of CRRA Model's Parameters

<table>
<thead>
<tr>
<th>$\hat{\alpha}$</th>
<th>$\hat{\sigma}(\hat{\alpha})$</th>
<th>$\hat{\rho}$</th>
<th>$\hat{\alpha}_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.22</td>
<td>0.254</td>
<td>.846</td>
<td>0.297</td>
</tr>
</tbody>
</table>

Notes:

*a* $\hat{\alpha}$ – estimate of coefficient of relative risk aversion

*b* $\hat{\sigma}(\hat{\alpha})$ – estimate of standard error of $\alpha$

*c* $\hat{\rho}$ – estimate of first-order autocorrelation in $R_t^m$

*d* $\hat{\alpha}_1$ – estimate of first-order autocorrelation parameter in dividend–dynamics process
The analysis of this paper has yielded a point estimate of relative risk aversion, \( A \), of 4.22, which is significantly different from zero. This indicates that annual data on aggregate expenditures of non-durables and services is useful in endogenizing discount rate changes. A possible interpretation of this point estimate of \( A \) involves the implication for the representative individual's attitude towards a fair gamble. If \( \hat{A} = 4.22 \), this value of the coefficient of relative risk aversion implies that the representative individual would countenance a consumption penalty of .0211% to avoid a gamble over 1% of current consumption.

The \( \hat{A} \) estimate of 4.22 is also significantly different from unity. Thus, the null hypothesis that price movements are explained by an aggregate logarithmic utility function is rejected. This implies that there is not a one-to-one correspondence between aggregate consumption and aggregate wealth, which under time additive utility and a non-stationary investment opportunity set is true only under log utility. This suggests that attempts to measure market values of missing assets for purposes of testing asset pricing models may not improve the predictive ability of the market oriented CAPM.

Previous empirical studies using different approaches have obtained \( A \) estimates ranging from .07 to 7.29. Friend and Blume (1975) used cross sectional data in a single period model (assuming common stocks represent all risky wealth) to obtain an \( A \) estimate of 2. In a later study, Friend and Hasbrouck (1980) modified the earlier study to include human wealth; their \( \hat{A} \) equaled 6. While these two studies estimated relative risk aversion using wealth data, other studies have estimated the risk aversion using consumption data. The point estimate of \( A \) obtained in this study is not significantly different from the value of \( A \) which Grossman and Shiller selected for their analysis: 4.0. Hansen and Singleton (1982) used monthly consumption and real stock return data to obtain \( A \) estimates ranging from .62.\(^8\) The endogenization of discount rate changes appears to be a less important contributing factor to their models' explanatory power. A possible explanation for their low

\(^8\) See Ferson (1983) for a description of additional empirical estimates of relative risk aversion.
estimate of relative risk aversion is that the problem of distinguishing between expenditures versus consumption is more critical for monthly data (than for annual data), since even non–durables consumption expenditures are to a large degree consumed over a period that exceeds the purchase month. Thus, the endogenization of discount rate changes based on monthly consumption expenditure data may not appropriately characterize utility–based discount rate changes. Brown and Gibbons (1983) used monthly data and either unconditional moments or lognormality to yield A estimates ranging from .09 to 7.29. Thus, the A estimate of 4.22 presented here falls well within the range of previously obtained estimates of relative risk aversion.

3.5. Stationarity of the Coefficient of Relative Risk Aversion

To examine the reasonableness of the assumption that the composite individual has a utility function that displays time–invariant constant relative risk aversion, the data were divided into two non–overlapping samples: 1926–53 and 1955–82. The estimates of relative risk aversion for these samples are 4.13 (.711) and 5.11 (1.31), with the standard errors of the estimates given in parentheses. The null hypothesis that these independent estimates are equal cannot be rejected at the 10% level. Thus, the assumption of time–invariant constant relative risk aversion appears to be a reasonable basis for a valuation model. The correlation of the predicted price changes with the actual price change is 0.72 over the 1929–55 period and is 0.67 over the 1955–82 period. The model correctly predicts the direction of the movement in actual prices 70% of the time over the 1929–55 period and 68% of the time over the 1955–82 period.

4. Comparison with Alternative Models

This Section performs comparisons of the explanatory power of this model with alternative specifications: constant discount rate models and previous authors' analyses. In considering comparisons with prior authors' research, it is important to bear in mind that the current model encompasses more than a single–equation regression model. The current model
comprises eq. (8), the equation relating price appreciation to marginal utility of current and past dividend yields, as well as eq. (5), the dividend-dynamics equation. Eq. (5) constitutes a restriction on the model, and the system of equations (5) and (8) — or their empirical analogues, eq. (9) and (10) — represent a constrained-maximization estimation procedure for the parameters of interest.

4.1. Constant Discount Rate Models

Two constant discount rate models are used as benchmarks for comparing the explanatory power of the utility-based valuation model.

4.1.1. Risk Neutral Model

The first constant discount rate model considered is the risk-neutral variant of the previous model; i.e., $A = 0$. The model is then eq. (8) with $A = 0$ imposed:

$$E(R_t | I_t) = c_1 + c_2 \frac{D_t}{P_{t-1}} + c_3 \frac{D_{t-1}}{P_{t-1}}$$

(15)

with

$$c_1 = \frac{k \beta}{(1 - \beta)(1 - \beta \phi)} \left( \frac{\beta \delta}{1 - \beta} + \alpha_0 \right); \quad c_2 = \frac{k \beta(1 + \alpha_1 - \beta \phi)}{(1 - \beta)(1 - \beta \phi)}; \quad c_3 = -\frac{k \beta \alpha_1}{(1 - \beta)(1 - \beta \phi)}$$

Thus, a comparison of eq. (8) with eq. (15) would contrast the performance of a risk-averse model that endogenizes discount rate changes with a discount rate model that is identical in other respects — specifically, the dividend-dynamics assumption of an AR(1) or random walk process.

The risk neutral model implies the following econometric two-equation structural model:

$$R_t = c_1 + c_2 \frac{D_t}{P_{t-1}} + c_3 \frac{D_{t-1}}{P_{t-1}} + \epsilon_t$$

(17)

$$\frac{D_{t+1}}{P_{t-1}} = \frac{D_t}{P_{t-1}} + \alpha_0 + \alpha_1 \left( \frac{D_t}{P_{t-1}} - \frac{D_{t-1}}{P_{t-1}} \right) + \epsilon_t$$

(18)
With $A = 0$, two terms combine to make the coefficient of the $D_t/P_{t-1}$ term, $c_2$, equal to $\beta k (1 + \alpha_1 - \beta \phi)/[(1 - \beta)(1 - \beta \phi)]$. The coefficient for the $D_{t-1}/P_{t-1}$ term, $c_3$, remains $\beta k \alpha_1/[(1 - \beta)(1 - \beta \phi)]$. Thus, $c_2/c_3 = (1 + \alpha_1 - \beta \phi)/\alpha_1$; since $\beta \phi$ is not independently estimated in this model, $c_2/c_3$ is now unconstrained.

4.1.2. Williams-Gordon-Rubinstein Model

The second constant discount rate model is the constant growth\(^9\) model, wherein expected dividends are assumed to be increasing at a constant real growth rate through time:

$$E(D_{t+1} \mid I_t) = (1 + g)D_t$$

or

$$E \left( \frac{D_{t+1}}{P_{t-1}} \mid I_t \right) = (1 + g) \frac{D_t}{P_{t-1}} \quad (19)$$

Substituting (19) into the constant growth valuation model, assuming a constant discount rate, yields

$$E(R_t \mid I_t) = c_1 \frac{D_t}{P_{t-1}} \quad (20)$$

where $c_1 \equiv (1 + g)/(E(R) - g)$ under the Williams-Gordon model. Alternatively, under Rubinstein's formulation,

$$c_1 = \frac{(1 + g) + \text{COV}[g_t, (C_t/C_{t-1})^{-A}]/E[(C_t/C_{t-1})^{-A}]}{R_F - g + \text{COV}[g_t, (C_t/C_{t-1})^{-A}]/E[(C_t/C_{t-1})^{-A}]} \quad (21)$$

where:

- $R_F$ = the riskless interest rate
- $g_t = D_t/D_{t-1}$
- and $g \equiv E(g_t)$.

These familiar valuation models, which assume a constant discount rate, provide useful benchmarks with which to compare the performance of the current model, which endogenizes discount rate changes, in predicting the influence of dividend changes on aggregate stock price movements.

---

\(^9\) See Gordon and Shapiro (1956), J. B. Williams (1938) and Rubinstein (1976).
The Williams–Gordon–Rubinstein model implies the following two-equation structural model:

\[ R_t = \varepsilon_1 \frac{D_t}{P_{t-1}} + \varepsilon_t \]  \hspace{1cm} (22)

\[ \frac{D_{t+1}}{P_{t-1}} = \varepsilon_2 \frac{D_t}{P_{t-1}} + u_t \]  \hspace{1cm} (23)

4.2. Comparison of Explanatory Power of Alternative Models

4.2.1. Tests

Table 2 presents the results of empirical testing of four models. In addition to the risk averse, risk neutral and Williams–Gordon–Rubinstein models previously described, a simple autoregressive model is included. This model involves the regression of \( R_t \) on \( R_{t-1} \) (and a constant). Thus, this model embodies the "pure autocorrelation" effect that arises because of the use of annual average prices in calculating \( R_t \). This is a naive alternative that does not rely on any fundamental information and is, therefore, denoted as the "Technical Model."

The parameters reported in Table 2 comprise the parameters of the stochastic processes: \( \rho, \alpha_1 \) or \( \gamma \).
Table 2

Estimation of Models' Parameters

<table>
<thead>
<tr>
<th>Model</th>
<th>$\hat{\rho}^a$</th>
<th>$\hat{\alpha}_1^b$</th>
<th>$\hat{g}^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Averse</td>
<td>.846</td>
<td>0.297</td>
<td>NA $^d$</td>
</tr>
<tr>
<td>Risk Neutral</td>
<td>.292</td>
<td>0.174</td>
<td>NA</td>
</tr>
<tr>
<td>Williams–Gordon–Rubinstein</td>
<td>.161</td>
<td>NA</td>
<td>.0145</td>
</tr>
<tr>
<td>Technical Model</td>
<td>.161</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Notes:

$a\hat{\rho}$ – estimate of first-order autocorrelation in $R_t^m$

$b\hat{\alpha}_1$ – estimate of first-order autocorrelation parameter in dividend–dynamics process

$c\hat{g}$ is the estimate of $E(g_t)$

$dNA$ – Not Applicable
Consider now the explanatory power of the alternative models.

The first indicator of this explanatory power consists of \( \text{CORR}(R_t, R^m_t) \), where \( R^m_t \) is the model's conditional prediction of the rate of price appreciation.\(^{10}\) The correlation of the conditional predictions and actual rate of price appreciation is higher for the utility-based model than for the risk neutral, Williams-Gordon-Rubinstein and the technical models. Note that the risk neutral model is identical in all respects to the risk averse model except that relative risk aversion is constrained to be zero. In a single equation model consisting of only equation (9), the imposition of this constraint would be expected to lower the correlation of the predicted and actual price movements. However, in a simultaneous system, a non-zero estimate of relative risk aversion constrains a coefficient in equation (9) by a parametric estimate, \( \alpha_1 \), from the time series dynamics of the marginal utility of dividends given in equation (10). Thus, it does not follow a-priori that the \( \text{CORR}(R_t, R^m_t) \) would be lower when relative risk aversion is constrained to be zero.\(^{11}\)

The ability of the alternative models to predict market turning points is also examined. The utility based model predicted the market turning point a higher proportion of times than any of the alternative models.

\(^{10}\) Formally, \( R^m_t \equiv \hat{E}(R_t \mid I_t) \), where \( \hat{E} \) denotes the conditional expectations operator using estimated parameter values.

\(^{11}\) Of course, the correlation of the error terms in eq. (16) and (17) enters into the estimation process.
Table 3
Comparison of Models' Conditional Predictions

<table>
<thead>
<tr>
<th>Model</th>
<th>(\text{CORR}(R_t, R_t^m)^b)</th>
<th>(\hat{p}^m)^c</th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk Averse</td>
<td>0.670</td>
<td>.685</td>
</tr>
<tr>
<td>Risk Neutral</td>
<td>0.567</td>
<td>.611</td>
</tr>
<tr>
<td>Williams–Gordon–Rubinstein</td>
<td>0.550</td>
<td>.555</td>
</tr>
<tr>
<td>Technical Model</td>
<td>0.162</td>
<td>.574</td>
</tr>
</tbody>
</table>

Notes:

\(^a N = 54, \text{where } N \text{ is the number of years in the data sample}\)

\(^b \text{CORR}(R_t, R_t^m) \text{ is the sample correlation between } R_t \text{ and } R_t^m\)

\(^c \hat{p}^m \text{ is the proportion of successes for the model.}\)
While this evidence is suggestive of the superiority of the risk averse model over the fundamental valuation models that do not endogenize discount rate changes, it does not lend itself to a rigorous statistical interpretation, because the equations were fitted over the same time period used to calculate the correlation coefficients and the proportion of correctly predicted direction movements. The subsequent subsection compares the alternative models based on a twenty-year holdout period 1963–82.

4.2.2. Analysis of Holdout Sample

The three models are first fitted over a thirty-four year period 1929–62, and the estimated parameters are used to obtain the conditional expected rates of price appreciation for 1963. The models are then fitted over the thirty-five year period 1929–63, and the estimated parameters are used to obtain the conditional expected rate of price appreciation for 1964, etc. The model did not drop off earlier years because the 1930’s experienced the greatest variation in the annual growth rate in real consumption.

The accuracy of the alternative models in predicting actual stock prices is compared based on several criteria. The average forecast error is an indication of the models’ bias. The standard error of the difference between the actual and the predicted rate of price appreciation is a measure of the efficiency of the alternative models. The root mean square forecast error and the mean absolute forecast error are used as overall measures of predictive accuracy that are influenced by both biasedness and efficiency. The correlation coefficient is a measure of the explanatory power of the alternative models. Finally, a binomial sign test is used to analyze the ability of the alternative model to predict the direction of the movement in the market.

The proportion of the time that each model correctly predicts the actual market movements is tested for significance relative to the diffuse prior that the market will always go up. These comparisons are given in Table 4 below.
Table 4
Comparisons of Models’ Conditional Predictors Based on 1963-82 Holdout Period

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Risk Averse</th>
<th>Risk Neutral</th>
<th>Williams–Gordon–Rubinstein</th>
<th>Technical Model</th>
<th>Diffuse Prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{U}^a$</td>
<td>.003</td>
<td>.008</td>
<td>.027</td>
<td>-.029</td>
<td>NA$^b$</td>
</tr>
<tr>
<td>$\hat{\sigma}(U_t)^c$</td>
<td>.102</td>
<td>.119</td>
<td>.116</td>
<td>.116</td>
<td>NA</td>
</tr>
<tr>
<td>RMSFE$^d$</td>
<td>.100</td>
<td>.117</td>
<td>.116</td>
<td>.117</td>
<td>NA</td>
</tr>
<tr>
<td>AMFE$^e$</td>
<td>.082</td>
<td>.097</td>
<td>.097</td>
<td>.090</td>
<td>NA</td>
</tr>
<tr>
<td>CORR($R_t, R_t^m$)$^f$</td>
<td>.493</td>
<td>.156</td>
<td>.256</td>
<td>.075</td>
<td>NA</td>
</tr>
<tr>
<td>$\hat{p}^m$</td>
<td>70%</td>
<td>55%</td>
<td>55%</td>
<td>55%</td>
<td>55%</td>
</tr>
<tr>
<td>$P^h$</td>
<td>8.85%</td>
<td>50%</td>
<td>50%</td>
<td>50%</td>
<td>NA</td>
</tr>
</tbody>
</table>

Notes:

$^a\bar{U} \equiv (1/T) \sum_t (R_t - R_t^m)$

$^b$NA – Not Applicable

$^c\hat{\sigma}(U_t) \equiv \hat{\sigma}(R_t - R_t^m)$

$^d$RMSFE – Root mean square forecast error

$^e$AMFE – Absolute mean forecast error

$^f$CORR($R_t, R_t^m$) is the sample correlation between $R_t$ and $R_t^m$

$^g\hat{p}^m$ – proportion of successes for the model. $T = 20$, where $T$ is the number of years in the holdout sample.

$^hP$ is the probability of obtaining a value of $\hat{p}^m$, or greater, by random chance. These $P$ tests are conditional on $p = .55$. 
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The risk averse model outperforms all alternative models for the twenty year holdout period 1963–82. The risk averse models mean error in the rate of price appreciation is .3%, which is .5% lower in absolute value than the least biased of the alternative models' values. The standard error of the forecast error, the root mean square forecast error and the absolute mean forecast error are all lower in the risk averse model than in any of the alternatives. In addition, the correlation of $R_t$ with $R_t^*$ is highest for the risk averse model.

The utility-based model also correctly predicts the direction of aggregate stock price movements a greater proportion of time than the the diffuse prior that always predicted an upward market movement. The performance of the risk neutral and Williams-Gordon-Rubinstein models is similar to the performance of a diffuse prior. Even though the risk-neutral and Williams-Gordon-Rubinstein models both incorporate fundamental information (in the form of aggregate dividends), the introduction of such information significantly improves conditional prediction of the direction of aggregate common stock price movements only when discount rate changes are endogenized.

The rate of growth in consumption over the last two years enters into the econometric model for only the risk averse model. It is likely that the past growth rate in aggregate consumption conveys information about future dividends. However, equation (10) defines the process that the marginal utility of dividends follows. The existence of this equation constrains the form that past growth rates enter into equation (9). Thus, it seems unlikely that the superior predictive ability of the risk averse model is attributable to the information concerning future dividends that is contained in past consumption growth rates.

4.2.3. Comparison with Grossman-Shiller

An interesting comparison may be performed with the Grossman and Shiller model. A comparison of price levels with the Grossman-Shiller model is inappropriate, since the model in this paper is conditioning on past prices, whereas the G & S model conditions on a perfect foresight information set. However, a comparison of the rates of price appreciation
may be performed across the two models. The correlation obtained in their model (using stock price appreciation rather than prices) was .500.\(^{12}\) Thus, predicted aggregate common stock movements based on conditional expectations have a higher association with actual aggregate stock movements than do the corresponding predictions based on the Grossman and Shiller perfect foresight model. This is attributable to the investor not being clairvoyant and hence using an information set more similar to the econometrician's than to the perfect foresight information set. Nevertheless, our estimate of relative risk aversion, 4.22, is very close to that used by Grossman and Shiller; i.e., 4.0.

5. Conclusions and Summary

This study has considered the question of whether aggregate real stock return movements can be tracked by a model based on a simple aggregate utility function and an observable information set. The primary assumptions of this model were an aggregate utility function of the CRRA class, and marginal utility of aggregate dividends following a first order autoregressive process. In addition, the model took explicit cognizance of the temporal aggregation implicit in reported consumption data.

The econometric model gives an estimate of the coefficient of relative risk aversion of 4.22, with an estimated standard error of .254. This standard error is substantially lower than those obtained based on unconditional tests of CRRA models using the method of moments.\(^{13}\) The correlation of the model rates of return with actual rates of return over a twenty year holdout period is 0.493, which compares with a correlation of 0.156 for the risk neutral model, of 0.256 for the Williams–Gordon–Rubinstein constant discount rate model, and of 0.075 based on a simple autoregressive model of aggregate common stock price movements. Over the same holdout period, the utility based model correctly predicts the

\(^{12}\) This correlation was obtained by duplicating their perfect foresight calculation, obtaining their predicted prices, deflating these prices by the previous year’s actual price, and then correlating these predicted returns with the true, observed returns.

\(^{13}\) See, e.g., Hansen and Singleton (1982).
direction of aggregate common stock price movements 70% of the time, which compares with a 55% for the risk neutral model, for the Williams–Gordon–Rubinstein model, for the simple technical model, and for the diffuse prior of an upward price movement. The endogenization of discount rate changes using a utility based valuation model and observable consumption data results in superior performance compared to constant discount rate models.
Appendix A

Relationship between Stock Prices and Observed Consumption Data

Eq. (1) may be rewritten

\[ P_t = C_t^A \int_0^\infty \beta^\tau E(C_{t+\tau}^{-A} D_{t+\tau} \mid I_0) d\tau \]

Assuming that the subjective rate of time preference changes discontinuously at period's end, the valuation relation implies

\[ P_t = \left( \sum_{i=1}^{\infty} \beta^{(C_i-1)/2} J_{ti} \right) / C_t^{-A} \]

where

\[ J_{ti} \equiv \int_{i-1}^{i} E \left( C_{t+\tau}^{-A} D_{t+\tau} \mid I_t^* \right) d\tau \]

Approximating \( C_t^{-A} \) by a first order Taylor expansion series,

\[ C_t^{-A} \approx \overline{C}_t^{-A} - AC_t^{-A-1} (C_t - \overline{C}_t) \]

where \( \overline{C}_i \equiv \int_{i-1}^{i} C_t dt \)

Loistl (1976) has demonstrated that the interval of convergence for the above expansion is \( 0 \leq C_t \leq 2\overline{C}_t \). Since spot consumption is unobservable, this constraint cannot be precisely empirically tested; however, it is quite plausible to assume that instantaneous annualized consumption rates never exceed twice the annual average consumption rate.\(^{14}\)

Thus, using \( D_t = D_t + \overline{D}_i - \overline{D}_i \), where \( \overline{D}_i \equiv \int_{i-1}^{i} D_t dt \),

\[ J_{ti} \approx \int_{i-1}^{i} E \left\{ \left[ \overline{C}_i^{-A} - AC_i^{-A-1}(C_t - \overline{C}_i) \right] \left( \overline{D}_i + D_t - \overline{D}_i \right) \mid I_t^* \right\} dt \]

\[ = E(\overline{C}_i^{-A} D_i \mid I_t^*) - A \int_{i-1}^{i} E \left[ \overline{C}_i^{-A-1}(C_t - \overline{C}_i)(D_t - \overline{D}_i) \mid I_t^* \right] dt \]

\[ + \int_{i-1}^{i} E \left[ \overline{C}_i^{-A}(D_t - \overline{D}_i) \mid I_t^* \right] dt - A \int_{i-1}^{i} E \left[ \overline{C}_i^{-A-1} \overline{D}_i (C_t - \overline{C}_i) \mid I_0^* \right] dt \]

\(^{14}\) Using post-1959 monthly data, one can certainly verify that annualized monthly consumption rates never exceeded twice the annual average.
Assuming that integration and conditional expectation are interchangeable operators, the last two expressions on the RHS of $J$ are zero from the definition of $\bar{C}_i$ and $\bar{D}_i$.

For annual data,

$$\bar{C}_i \equiv \int_{i-1}^{i} C_t dt, \quad \bar{D}_i \equiv \int_{i-1}^{i} D_t dt$$

are the measured annual values of (real, per capita) consumption and dividends, respectively. Thus,

$$J_{ii} \simeq E(\bar{C}_i^{-A}\bar{D}_i \mid I_t^*) - A E\left(\bar{C}_i^{-A}\bar{D}_i H_{1i} \mid I_t^*\right)$$

where

$$H_{1i} \equiv \int_{i-1}^{i} \left(\frac{C_t}{\bar{C}_i} - 1\right) \left(\frac{D_t}{\bar{D}_i} - 1\right) dt$$

The interpretation of unconditional expectation $H_{1i}$ is the covariability of the spot consumption growth rate (relative to annual average consumption) with the spot dividend growth rate (once again, in relation to the annual average dividends). It is assumed that the process generation intra-year variations in consumption and dividend implies that the magnitude of $H_{1i}$ for a fixed period of time is uncorrelated with $\bar{C}_i^{-A}\bar{D}_i$, and that its conditional expectation is an intertemporal constant:

$$E(\bar{C}_i^{-A}\bar{D}_i H_{1i} \mid I_t^*) = E(\bar{C}_i^{-A}\bar{D}_i \mid I_t^*)E(H_{1i} \mid I_t^*)$$

$$= E(\bar{C}_i^{-A}\bar{D}_i \mid I_t^*)E(H_{1i})$$

where the latter equality follows from the assumed intertemporal stationarity of $E(H_{1i} \mid I_t^*)$.

Then, using $k_1 \equiv E(H_{1i})$,

$$J_{ii} \simeq (1 - k_1 A) E(\bar{C}_i^{-A}\bar{D}_i \mid I_t^*)$$

Substituting for $J_{ii}$ yields

$$P_t \simeq (1 - k_1 A)C_t A \sum_{i=1}^{\infty} \beta^{(2i-1)/2} E(\bar{C}_i^{-A}\bar{D}_i \mid I_t^*)$$
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Define $I_t^a$ to be the set of all annual information, i.e., all information which is only known at year's end.\footnote{For example, in addition to the economic data, such information as total (or average) annual rainfall.} This implies $I_t^a = I_{t+r}^a \quad \forall r \in [0,1)$.

Taking the conditional expectation $E(\cdot | I_t^a)$:

$$E(P_t | I_t^a) = (1 - k_1 A) C_t^A \sum_{i=1}^{\infty} \beta^{(2i-1)/2} E(\overline{C}_i^{-A} \overline{D}_i | I_t^a)$$

For $r \in [0,1)$,

$$E(P_{t+r} | I_{t+r}^a) \approx (1 - k_1 A) C_{t+r}^A \sum_{i=1}^{\infty} \beta^{(2i-1)/2} E(\overline{C}_i^{-A} \overline{D}_i | I_{t+r}^a)$$

Now, note that $E(\overline{C}_i^{-A} \overline{D}_i | I_{t+r}^a) = E(\overline{C}_i^{-A} \overline{D}_i | I_t^a)$. This follows from $r \in [0,1)$ and the definition of $I_{t+r}^a$; $I_{t+r}^a$ comprises only annual information and since annual data for the year will only be available at year's end, $I_t^a = I_{t+r}^a \quad \forall r \in [0,1)$. Thus,

$$E(P_{t+r} | I_t^a) = (1 - k_1 A) C_{t+r}^A \sum_{i=1}^{\infty} \beta^{(2i-1)/2} E(\overline{C}_i^{-A} \overline{D}_i | I_t^a)$$

Apply the operator $\int_{t-1}^{t}(\cdot)dt$, and assume once again the interchangeability of conditional expectation and integration:

$$E(\overline{P}_t | I_t^a) = (1 - k_1 A) \left[ \sum_{i=1}^{\infty} \beta^{(2i-1)/2} E(\overline{C}_i^{-A} \overline{D}_i | I_t^a) \right] \int_{t-1}^{t} C_t^A dt$$

Since, to a first-order approximation, $\int_{t-1}^{t} C_t^A \overline{D}_i dt \approx \int_{t-1}^{t} [C_t^A + A\overline{C}_i^{-1}(C_t - \overline{C}_i)]dt = \overline{C}_i^A$, we then have

$$E(\overline{P}_t | I_t^a) = (1 - k_1 A) \overline{C}_i^A \sum_{i=1}^{\infty} \beta^{(2i-1)/2} E(\overline{C}_i^{-A} \overline{D}_i | I_t^a).$$

The next stage constitutes adjustment for consumption-goods inflation. By definition,

$$\overline{P}_t \equiv \int_{t-1}^{t} \frac{P_r}{q_r} dr = \int_{t-1}^{t} \frac{P_r}{q_r} dr$$

For example, in addition to the economic data, such information as total (or average) annual rainfall.
Similarly,

$$
D_i \equiv \int_{t-1}^{t} \frac{d_t}{q_t} dt
$$

Using \( \bar{p}_t = \int_{t-1}^{t} p_t \, dt \) and \( \bar{q}_t = \int_{t-1}^{t} q_t \, dt \) and expanding \( 1/q_t \) by a first-order Taylor's series expansion yields:

$$
\begin{align*}
\bar{P}_t & \approx \int_{t-1}^{t} (p_r - \bar{p}_t + \bar{p}_t) \left[ \frac{1}{\bar{q}_t} - \frac{1}{\bar{q}_t^2} (q_r - \bar{q}_t) \right] \, dr \\
& = \int_{t-1}^{t} \frac{\bar{p}_t}{\bar{q}_t} \left[ 1 + \left( \frac{p_r}{\bar{p}_t} - 1 \right) \right] \left[ 1 - \left( 1 - \frac{q_r}{\bar{q}_t} \right) \right] \, dr \\
& = \frac{\bar{p}_t}{\bar{q}_t} \left[ 1 + \int_{t-1}^{t} \left( \frac{p_r}{\bar{p}_t} - 1 \right) \left( \frac{q_r}{\bar{q}_t} - 1 \right) \, dr \right] \\
& \equiv \frac{\bar{p}_t}{\bar{q}_t} (1 + H_{2t})
\end{align*}
$$

Substituting this expression into \( E(\bar{P}_t \mid I_t^e) \) yields \( E((\bar{p}_t/\bar{q}_t)(1 + H_{2t}) \mid I_t^e) \). Following an argument similar to the one made with respect to \( H_{1i} \), assume that \( H_{2t} \) is independent of \( \bar{p}_t/\bar{q}_t \). The rationale for this assumption lies in the fact that \( H_{2t} \) consists of the covariability of intra-year nominal stock returns and consumption-goods inflation. Note that both these quantities—nominal stock returns and inflation—are adjusted for the average annual levels in stock and consumption-goods prices.

$$
\begin{align*}
E \left[ \frac{\bar{p}_t}{\bar{q}_t} (1 + H_{2t}) \mid I_t^e \right] & = E \left( \frac{\bar{p}_t}{\bar{q}_t} \mid I_t^e \right) E(1 + H_{2t} \mid I_t^e) \\
& = E \left( \frac{\bar{p}_t}{\bar{q}_t} \mid I_t^e \right) E(1 + H_{2t}) \\
& \equiv \left[ E \left( \frac{\bar{p}_t}{\bar{q}_t} \mid I_t^e \right) \right] (1 + k_2)
\end{align*}
$$

By an identical argument for nominal dividends,

$$
\begin{align*}
\bar{D}_i \equiv \int_{t-1}^{t} \frac{d_t}{q_t} dt & \approx \int_{t-1}^{t} (d_t - \bar{d}_i + \bar{d}_i) \left[ \frac{1}{\bar{q}_i} - \frac{1}{\bar{q}_i^2} (q_t - \bar{q}_i) \right] \, dt \\
& = \frac{\bar{d}_i}{\bar{q}_i} \left[ 1 + \int_{t-1}^{t} \left( \frac{d_t}{\bar{d}_i} - 1 \right) \left( \frac{q_t}{\bar{q}_i} - 1 \right) \, dt \right] \\
& \equiv \frac{\bar{d}_i}{\bar{q}_i} (1 + H_{3i})
\end{align*}
$$
Thus, substituting into the equation and using $E(H_{0,t}) \equiv k_3$ yields

$$(1 + k_2)E(\bar{P}_t \mid I_t^a) = (1 - k_1 A)\bar{C}_t^A \sum_{i=1}^{\infty} \beta^{(2i-1)/2}(1 + k_3)E(\bar{C}_t^A \bar{D}_t \mid I_t^a)$$

where $\bar{P}_t$ is now redefined\(^{16}\) as the average nominal price deflated by average consumption-goods prices and $\bar{D}_t$ is the total nominal dividends deflated by average consumption-goods prices.

The final step constitutes application of the operator $E(\cdot \mid I_t)$, where $I_t$ is the econometrician's information set defined in the text. Clearly, $I_t \subset I_t^a$, and thus application of $E(\cdot \mid I_t)$ is permissible, if it exists. Then, assuming $E(\cdot \mid I_t)$ exists, rewriting the previous equation, and using

$$k \equiv \frac{(1 - k_1 A)(1 + k_3)}{1 + k_2}$$

implies eq. (4). QED.

\(^{16}\) The same symbol was used for parsimonious notation.
Appendix B
Calculation of Empirical Proxies for Dividends and Prices

Define

$VWRETD_j$ – total rate of return, including dividends, on value-weighted NYSE portfolio during month $j$.

$VWRETX_j$ – total rate of return, excluding dividends, on value-weighted NYSE portfolio during month $j$.

$$\text{INDEX}_i \equiv \begin{cases} 
1 & \text{for } i = 1 \\
\Pi_j^{i=2} (1 + VWRETX_i) & \text{for } i \geq 2 
\end{cases}$$

$B$ = base for standardizing price and dividend series defined below. Then

$$d_t \equiv \frac{1}{B} \sum_{j=2}^{13} \text{INDEX}_{12(t-1)+j-1} (VWRETD_{12(t-1)+j} - VWRETX_{12(t-1)+j})$$

The nominal dividend series thus obtained excludes effects of intra-year compounding (or reinvestment) of dividends. Real dividends, $D_t$, are then given by $d_t/q_t$.

The remaining empirical datum is the real price series, $P_t$. Using INDEX$_i$ as previously defined, nominal prices, $p_t$, are given by

$$p_t = \frac{1}{13B} \sum_{j=1}^{13} \text{INDEX}_{12t-j+2}$$

Thus, $p_t$ is the average nominal price level of stocks in year $t$. The real price level, $P_t$, is then given by $P_t = p_t/q_t$. Finally, to allow comparability with other data, $P_t$ was standardized to have a value equal to the S & P 500 average in 1982. While this standardization permits comparability with the Standard & Poor's price series, it in no way reduces the generality of the analysis. Indeed, $B$ is arbitrary. Thus, $P_{1982} = 119.71$, and all other $P_t$ and $D_t$ were scaled up accordingly.
Appendix C

Time Series Diagnostic Tests

Table C.1 – Autocorrelation Function for $\Delta(C_{t+1}/C_t)^{-A}D_{t+1}$

<table>
<thead>
<tr>
<th>Lag</th>
<th>$A = 0$</th>
<th>$A = 1$</th>
<th>$A = 4$</th>
<th>$A = 6$</th>
<th>$A = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.200</td>
<td>.239</td>
<td>.061</td>
<td>-.234</td>
<td>-.326$^*$</td>
</tr>
<tr>
<td>2</td>
<td>-.208</td>
<td>-.224</td>
<td>-.045</td>
<td>.065</td>
<td>.115</td>
</tr>
<tr>
<td>3</td>
<td>-.162</td>
<td>-.151</td>
<td>-.169</td>
<td>-.198</td>
<td>-.210</td>
</tr>
<tr>
<td>4</td>
<td>-.101</td>
<td>-.113</td>
<td>-.124</td>
<td>-.105</td>
<td>-.094</td>
</tr>
<tr>
<td>5</td>
<td>-.071</td>
<td>-.111</td>
<td>-.114</td>
<td>-.060</td>
<td>-.011</td>
</tr>
<tr>
<td>6</td>
<td>-.063</td>
<td>.006</td>
<td>.035</td>
<td>.009</td>
<td>.002</td>
</tr>
</tbody>
</table>

* – Significant at the two standard error level

Table C.2 – Partial Autocorrelation Function for $\Delta(C_{t+1}/C_t)^{-A}D_{t+1}$

<table>
<thead>
<tr>
<th>Lag</th>
<th>$A = 0$</th>
<th>$A = 1$</th>
<th>$A = 4$</th>
<th>$A = 6$</th>
<th>$A = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.200</td>
<td>.239</td>
<td>.061</td>
<td>-.234</td>
<td>-.326</td>
</tr>
<tr>
<td>2</td>
<td>-.258</td>
<td>-.298</td>
<td>-.049</td>
<td>.011</td>
<td>.010</td>
</tr>
<tr>
<td>3</td>
<td>-.065</td>
<td>-.012</td>
<td>-.176</td>
<td>-.190</td>
<td>-.190</td>
</tr>
<tr>
<td>4</td>
<td>-.113</td>
<td>-.151</td>
<td>-.155</td>
<td>-.212</td>
<td>-.252</td>
</tr>
<tr>
<td>5</td>
<td>-.088</td>
<td>-.101</td>
<td>-.166</td>
<td>-.149</td>
<td>-.136</td>
</tr>
<tr>
<td>6</td>
<td>-.099</td>
<td>-.003</td>
<td>-.047</td>
<td>-.098</td>
<td>-.101</td>
</tr>
</tbody>
</table>
Table C.3 – Autocorrelation Function for Error Term in Eq. (6); $s = 3$

<table>
<thead>
<tr>
<th>Lag</th>
<th>$A = 0$</th>
<th>$A = 1$</th>
<th>$A = 4$</th>
<th>$A = 6$</th>
<th>$A = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-.018</td>
<td>-.002</td>
<td>.021</td>
<td>.017</td>
<td>.058</td>
</tr>
<tr>
<td>2</td>
<td>-.370*</td>
<td>-.345*</td>
<td>-.232</td>
<td>-.207</td>
<td>-.182</td>
</tr>
<tr>
<td>3</td>
<td>-.024</td>
<td>-.017</td>
<td>.005</td>
<td>-.017</td>
<td>-.056</td>
</tr>
<tr>
<td>4</td>
<td>.129</td>
<td>.120</td>
<td>.002</td>
<td>-.078</td>
<td>-.108</td>
</tr>
<tr>
<td>5</td>
<td>.055</td>
<td>.040</td>
<td>-.027</td>
<td>-.034</td>
<td>-.023</td>
</tr>
<tr>
<td>6</td>
<td>-.218</td>
<td>-.225</td>
<td>-.152</td>
<td>-.065</td>
<td>.005</td>
</tr>
</tbody>
</table>

* – Significant at the two standard error level

Table C.4 – Partial Autocorrelation Function for Error Term in Eq. (6); $s = 3$

<table>
<thead>
<tr>
<th>Lag</th>
<th>$A = 0$</th>
<th>$A = 1$</th>
<th>$A = 4$</th>
<th>$A = 6$</th>
<th>$A = 8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-.018</td>
<td>-.002</td>
<td>.021</td>
<td>.017</td>
<td>.058</td>
</tr>
<tr>
<td>2</td>
<td>-.370</td>
<td>-.345</td>
<td>-.233</td>
<td>-.208</td>
<td>-.186</td>
</tr>
<tr>
<td>3</td>
<td>-.047</td>
<td>-.022</td>
<td>.017</td>
<td>-.010</td>
<td>-.034</td>
</tr>
<tr>
<td>4</td>
<td>-.012</td>
<td>.001</td>
<td>-.056</td>
<td>-.126</td>
<td>-.141</td>
</tr>
<tr>
<td>5</td>
<td>.039</td>
<td>.031</td>
<td>-.022</td>
<td>-.039</td>
<td>-.026</td>
</tr>
<tr>
<td>6</td>
<td>-.199</td>
<td>.207</td>
<td>-.173</td>
<td>-.115</td>
<td>-.045</td>
</tr>
</tbody>
</table>
Appendix D

Proof of Reduced Form Equation [Eq. (7)]

Define \([s] \equiv (C_{t+s}^A D_{t+s})/(C_{t}^A P_{t-1}) I_t^*

Now, for \(s = 2\),

\[
E([2] - [1]) = \delta + \phi E([1] - D_t/P_{t-1} | I_t^*)
= \delta + \phi E([1]) - \phi D_t/P_{t-1}
\]

For \(s = 3\),

\[
E([3] - [2]) = \delta + \phi E([2] - [1])
= \delta + \phi [\delta + \phi E([1]) - \phi D_t/P_{t-1}]
= \delta (1 + \phi) + \phi^2 E([1]) - \phi^2 D_t/P_{t-1}
\]

For \(s = 4\),

\[
E([4] - [3]) = \delta + \phi E([3] - [2])
= \delta + \phi [\delta + \phi \delta + \phi^2 E([1]) - \phi^2 D_t/P_{t-1}]
= \delta (1 + \phi + \phi^2) + \phi^3 E([1]) - \phi^3 D_t/P_{t-1}
\]

Thus, in general for \(s \geq 2\),

\[
E([s] - [s - 1]) = \delta \left( \sum_{i=0}^{s-2} \phi^i \right) + \phi^{s-1} E([1]) - \phi^{s-1} D_t/P_{t-1}
\]

Further,

\[
E([s]) = \sum_{i=2}^{s} E([i] - [i - 1]) + E([1])
= \sum_{i=2}^{s} \left[ \delta \sum_{j=0}^{i-2} \phi^j + \phi^{i-1} E([1]) - \phi^{i-1} \frac{D_t}{P_{t-1}} \right] + E([1])
= \delta \sum_{i=2}^{s} \sum_{j=0}^{i-2} \phi^j + E([1]) \left( 1 + \sum_{i=2}^{s} \phi^{i-1} \right) \frac{D_t}{P_{t-1}} \sum_{i=2}^{s} \phi^{i-1}
\]

Now, using

\[
\sum_{i=2}^{s} \sum_{j=0}^{i-2} \phi^j = \frac{s - 1}{1 - \phi} - \frac{\phi}{1 - \phi} \frac{1 - \phi^{s-1}}{1 - \phi}
\]
and
\[ 1 + \sum_{i=2}^{s} \phi^{i-1} = 1 + \frac{\phi(1 - \phi^{s-1})}{1 - \phi} = \frac{1 - \phi^s}{1 - \phi} \]
we then have
\[
E([s]) = \delta \left( \frac{s - 1}{1 - \phi} - \frac{\phi}{1 - \phi} \frac{1 - \phi^{s-1}}{1 - \phi} \right) \\
+ \frac{1 - \phi^s}{1 - \phi} \frac{1 - \phi^{s-1}}{P_{t-1}} D_t
\]
Then,
\[
\frac{R_t}{(1 - k)} = \sum_{s=1}^{\infty} \beta^s E([s]) \\
= \sum_{s=1}^{\infty} \beta^s \left\{ \delta \left( \frac{s - 1}{1 - \phi} - \frac{\phi}{1 - \phi} \frac{1 - \phi^{s-1}}{1 - \phi} \right) + \frac{1 - \phi^s}{1 - \phi} \frac{1 - \phi^{s-1}}{P_{t-1}} D_t \right\} \\
= \frac{\delta}{1 - \phi} \left\{ \sum_{s=1}^{\infty} s \beta^s - \sum_{s=1}^{\infty} \beta^s \right\} - \frac{\phi \delta}{(1 - \phi)^2} \left( \sum_{s=1}^{\infty} \beta^s - \sum_{s=1}^{\infty} \beta^s \phi^{s-1} \right) \\
+ \frac{E([1])}{1 - \phi} \left( \sum_{s=1}^{\infty} \beta^s - \sum_{s=1}^{\infty} \beta^s \phi^s \right) - \frac{D_t}{P_{t-1}} \frac{\phi}{1 - \phi} \left( \sum_{s=1}^{\infty} \beta^s - \sum_{s=1}^{\infty} \beta^s \phi^{s-1} \right) \\
= \frac{\delta}{1 - \phi} \left[ \frac{\beta}{(1 - \beta)^2} - \frac{\beta}{1 - \beta} \right] - \frac{\phi \delta}{(1 - \phi)^2} \left( \frac{\beta}{1 - \beta} - \frac{\beta}{1 - \beta \phi} \right) \\
+ \frac{E([1])}{1 - \phi} \left( \frac{\beta}{1 - \beta} - \frac{\beta \phi}{1 - \beta \phi} \right) - \frac{D_t}{P_{t-1}} \frac{\phi}{1 - \phi} \left( \frac{\beta}{1 - \beta} - \frac{\beta}{1 - \beta \phi} \right)
\]
Simplifying and combining terms yields (7).
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