
 

Forecasting as a Problem of Cognitive Search: 

Experimental Evidence from Forecasting Tournaments  

in the Context of the Automotive Industry 
 

 

 
Rahul Kapoor 

The Wharton School, University of Pennsylvania 
Philadelphia, PA 19104 

kapoorr@wharton.upenn.edu 
 

Daniel Wilde 
The Wharton School, University of Pennsylvania 

Philadelphia, PA 19104 
danwilde@wharton.upenn.edu 

 

Version – November 1, 2022 

 

ABSTRACT 

 

Managers and entrepreneurs rely on forecasting as a means to sense opportunities and threats in an 

evolving industry, and to identify the appropriate course of action. Having superior industry foresight has 

been deemed as an important enabler for effective decision making. We explore the antecedents of 

superior industry foresight by conceptualizing the forecasting process as a problem-solving process. 

Individuals face the problem of forecasting the specific industry context under conditions of significant 

uncertainty and limited information by searching for relevant information and developing conjectures 

about the specific industry outcome. We argue that an individual’s ability to forecast accurately will 

depend on the problem’s complexity and structure. Forecast accuracy would be highest for low-

complexity well-structured problems, lowest for high-complexity ill-structured problems, and 

intermediate for high-complexity well-structured and low-complexity ill-structured problems 

respectively. The data for the study were collected from two successive year-long forecasting tournaments 

conducted between 2017 and 2019, focusing on the evolution of the automotive industry shaped by the 

emergence of electric and autonomous vehicles. Evidence from over 14,779 forecasts made by nearly 

1,395 individuals who participate in a leading global forecasting platform, offers support for our 

arguments. We also explore how individuals may improve their forecasting by updating their beliefs, and 

for which types of forecasting problems the belief updating process is likely to be more effective.  
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INTRODUCTION 

Forecasting the industry context is a key activity performed by managers and entrepreneurs as a 

basis for sensing the opportunities and threats in an evolving industry, and acting accordingly. The 

importance of forecasting towards managerial and entrepreneurial decision-making and firm performance 

has long been underscored in a variety of established strategy perspectives (Porter, 1980; Barney, 1986; 

Venkataraman, 1997; Eckhardt & Shane, 2003; Teece, 2007; Csaszar & Laureiro-Martínez, 2018; 

Camuffo et al., 2020). However, the extant literature has underexplored the actual process of individual-

level forecasting in an evolving industry context (Peterson & Wu, 2021; Kapoor & Wilde, 2022). This has 

made it somewhat difficult to link the agency of managers with that of firms’ strategy and performance 

(e.g., Denrell et al., 2003; Gavetti & Lecuona Torras, 2021). In this study, we offer an in-depth 

examination of the individual-level forecasting process in an evolving industry context.   

We consider forecasting as an individual-level problem of cognitive search in which individuals 

attend to and evaluate relevant information and develop conjectures about future industry outcomes. We 

draw on Simon’s view of problem solving according to which boundedly rational individuals employ 

cognitive processes to search for problem solutions (Simon, 1973; Fernandes & Simon, 1999). Strategy 

scholars have built on this conceptualization to explore problem solving at the firm-level as it relates to 

entrepreneurial opportunity discovery and innovative search (Nickerson & Zenger, 2004; Macher, 2006; 

Hsieh et al., 2007). We explore problem solving at the individual-level as it relates to forecasting the 

industry context. Forecasting problems can vary along two key dimensions that have been considered in 

the extant literature. First, problems can vary in their complexity, ranging from lower complexity with a 

small number of interconnected variables determining the solution and higher complexity with a large 

number of interconnected variables (Simon, 1962; Funke, 1991; Jonassen, 2004). Second, they can vary 

in their structure, ranging from well-structured problems with an unambiguous set of determining 

variables to ill-structured problems with ambiguous variables (Simon, 1973; Fernandes & Simon, 1999).1   

 
1 Strictly speaking, Simon considers most problems within a representative managerial context to be somewhat ill-

structured in nature. However, he outlines how well-structured problems do exist in such contexts when the problem 
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We consider that solving forecasting problems poses various cognitive challenges to the 

individual. Forecasting problems of high complexity require an individual to engage with various mental 

activities including attention and interpretation in order to account for multiple interconnected variables 

underlying the solution (Simon, 1962; Funke, 1991; e.g., Felin & Zenger, 2014). This cognitive strain can 

inhibit an individual’s ability to accurately solve the forecasting problem. Additionally, forecasting ill-

structured problems require an individual to rely heavily on their own perceptions because of the 

associated ambiguity of the underlying variables and relevant information (Simon, 1973; Fernandes & 

Simon, 1999; Santos & Eisenhardt, 2009; Laureiro‐Martínez & Brusoni, 2018). Perceptions are prone to 

cognitive bias, which can significantly reduce an individual’s effectiveness in solving a forecasting 

problem (Kahneman & Lovallo, 1993; Kapoor & Wilde, 2022). Taken together, we suggest that the 

effectiveness with which individuals could forecast a given industry context would depend on the joint 

consideration of problem complexity and problem structure. High complexity ill-structured problems 

should have the lowest forecastability, low complexity well-structured problems should have the highest 

forecastability, and low-complexity ill-structured and high complexity well-structured problems should 

have intermediate forecastability.     

To explore these arguments, we employ an experimental design using a novel method of 

forecasting tournaments. Forecasting tournaments include carefully designed questions bounded by time 

on a specific topic (e.g., will a nuclear fusion reactor be in operation in the U.S. by the end of 2025?) on 

which individuals provide probabilistic forecasts (e.g., 70% “Yes”) on possible answers with the goal of 

being the most accurate. Forecasting tournaments have been successfully used as a methodology to assess 

foresight primarily in geopolitical contexts (Atanasov et al., 2017; Chang et al., 2016; Moore et al., 2017). 

We use forecasting tournaments to study forecasting as a problem-solving process in order to assess the 

forecastability of key industry outcomes in a representative managerial context. The data for the study 

 
is formalized and the problem solver is provided with unambiguous underlying variables necessary to solve the 

problem. Consistent with this approach, in our research design, we only designate problems as well-structured in 

cases in which there is strong indication that the underlying variables are reasonably unambiguous for the individual.     
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were collected from two different forecasting tournaments conducted between 2017 and 2019. The 

tournaments focused on the evolution of the automotive industry surrounding the emergence of electric 

and autonomous vehicles. We assembled a unique dataset of 14,779 forecasts made by 1,395 individuals 

to examine how the complexity and structure of forecasting problems affect their forecastability. These 

individuals are volunteers motivated by assessing and honing their forecasting skills, typically have 

several years of work experience, and involvement in decision making across a variety of organizations 

and industry contexts.  

We find strong evidence to suggest that individuals tend to be more accurate in forecasting low 

complexity well-structured problems, less accurate in forecasting high complexity ill-structured problems, 

and moderately accurate in forecasting high complexity well-structured and lower complexity ill-

structured problems. Additionally, in a series of post-hoc analyses we explore how differences in terms of 

whether and how individuals update their beliefs based on new information over time may impact their 

effectiveness at solving certain forecasting problems.  

We consider that individuals form initial beliefs (a forecast) regarding a forecasting problem and 

that they can update their beliefs based on new information that becomes available over time. Belief 

updating is cognitively demanding in terms of attending to new information, determining its relevance, 

and incorporating it into an updated belief. We find that on average updating beliefs improves forecasting 

accuracy for well-structured problems, particularly complex well-structured problems, but not for ill-

structured problems. Further, in exploring how individuals update, we find that a belief updating process 

that is consistent with a Bayesian belief updating helps improve forecasting accuracy for all types of 

forecasting problems. Additionally, we observe a significant penalty from belief updating that does not 

align with a Bayesian process for high complexity ill-structured problems. 

These findings offer a novel perspective of how forecasting can be viewed as an individual-level 

problem of cognitive search (Simon, 1973; Fernandes & Simon, 1999; Jonassen, 2004). In so doing, they 

contribute to the emerging literature stream on how entrepreneurs and managers evaluate the industry 

context as a basis for strategic decision-making (Felin & Zenger, 2017; Camuffo et al., 2020; Coali et al., 
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2022; Ehrig & Schmidt, 2022). This stream has underscored the benefit of theory-based conjectures in 

developing strategies and the importance of learning and experimentation to systematically adapt 

strategies over time. We identify how the nature of the strategy problem by itself may shape the relative 

effectiveness of theory-based conjectures and the importance of learning and experimentation. For 

example, theory-based conjectures are likely to be less accurate for high complexity well-structured 

problems than for low complexity well-structured problems. The findings also contribute to the nascent 

literature exploring antecedents to entrepreneurial and managerial foresight (Gavetti & Menon, 2016; 

Csaszar & Laureiro-Martínez, 2018; Peterson & Wu, 2021; Kapoor & Wilde, 2022), in terms of when 

foresight may be more or less likely, and how can it be improved through learning. Further, the study also 

contributes to the problem solving perspective in strategy (Nickerson & Zenger, 2004; Leiblein & 

Macher, 2009) by extending the validity of this perspective to individual-level cognitive processes that 

were the initial basis for Simon’s conceptualization (Simon, 1973; Fernandes & Simon, 1999). Finally, by 

deploying a novel method of forecasting tournaments, the study highlights the benefits of such an 

experimental research design in developing and testing theories that explain how managers and 

entrepreneurs may develop conjectures about the industry context as a basis for strategic decision-making 

and firm performance.  

LITERATURE AND HYPOTHESES  

Managers and entrepreneurs engage in forecasting to navigate through an evolving industry 

environment (Porter, 1980; Barney, 1986; Venkataraman, 1997; Eckhardt & Shane, 2003; Teece, 2007). 

Individuals forecasting the industry context engage in a cognitive process that fundamentally entails 

problem solving in an evolving industry context with significant uncertainty and limited information. 

They develop forecasts based on attending to, perceiving, and interpreting available information in 

conjunction with their cognition. Their cognition consists of their beliefs and simplified mental 

representations of the world (Walsh, 1995). Mental representations or “mental models” comprise of 

concepts and relationships regarding how things work in the real world and are the foundations of an 
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individual’s beliefs about alternative states of the future (Holland et al., 1989; Csaszar & Levinthal, 2016; 

Gavetti & Menon, 2016). 

We draw on Simon’s original conceptualization of problem-solving premised on individuals 

facing problems with distinct characteristics (Simon, 1973; Fernandes & Simon, 1999). Under this view, 

boundedly rational individuals search for solutions to a problem by engaging in various cognitive 

processes. This view has evolved into the problem solving perspective centered on organizational level 

search processes (cf. Leiblein & Macher, 2009). Specifically, scholars in this literature have largely 

focused on heterogeneity of the structure of problems in terms of how differences in organizational forms 

may be best suited to firm-level search and problem solving (Nickerson & Zenger, 2004; Macher, 2006; 

e.g., Hsieh et al., 2007). While some scholars have suggested the importance of forward-looking cognitive 

search processes (e.g., Gavetti & Levinthal, 2000), extant literature has yet to explicitly consider 

forecasting through the lens of problem solving. Yet, forecasting can be viewed as an individual-level 

problem solving process in which managers and entrepreneurs search for relevant information and 

develop a conjecture about future industry outcomes.  

The problem-solving perspective offers important distinctions in terms of the nature of questions 

managers may face. First, problems can vary in terms of their complexity (Funke, 1991; e.g., Felin & 

Zenger, 2014). Low complexity problems are associated with fewer underlying variables to consider in 

solving the problem and these variables tend to be less interconnected in terms of how they impact the 

solution. In contrast, high complexity problems tend to have more underlying variables and have a higher 

degree of interconnectivity among these variables, like complex systems “made up of a large number of 

parts that interact in a nonsimple way” (Simon, 1962, p. 468). For example, a lower complexity problem 

would be solving a common textbook math problem with few interconnected variables and a higher 

complexity problem would be solving an international political problem involving multiple 

interconnected parties (Jonassen, 2004).2  

 
2 These conceptions of low versus high complexity are also consistent with notions of P-type (simple) problems that 

require at most a set of independent variables to solve the problem, and NP-type (hard) problems that require a more 
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Second, problems vary in their structure, ranging from well-structured problems to ill-structured 

problems (Simon, 1973; Fernandes & Simon, 1999; Jonassen, 2004). Well-structured problems have clear 

underlying variables such as relevant information associated with finding the solution and ill-structured 

problems have poorly defined variables associated with solving the problem. Additionally, while well-

structured problems have well-understood problem solving approaches, ill-structured problems tend to be 

associated with ambiguous solution approaches (Laureiro‐Martínez & Brusoni, 2018). To illustrate, a 

well-structured problem would be making a single move in chess in which the rules and variables to win 

are well-defined, and an ill-structured problem would be designing a house in which the underlying 

variables to successfully do so are ambiguous (Simon, 1973). 

Collectively, these dimensions engender a wide array of problems that individuals may face 

ranging from low complexity well-structured problems to high complexity ill-structured problems. While 

low complexity problems are often well-structured and high complexity problems are often ill-structured, 

problems can also be low complexity ill-structured such as selecting an outfit to wear and well-structured 

but complex such as playing an advanced video game (Jonassen, 2004). Thus, in this paper we develop a 

general framework around the joint structure and complexity of forecasting problems and how their 

interaction may shape the forecastability of problems, meaning how challenging the problem is to solve. 

Forecasting problems and forecastability 

In viewing forecasting as a problem-solving exercise, we can consider clear distinctions between 

forecasting outcomes that embody problems with different degrees of structure and complexity. First, 

well-structured low complexity forecasting problems are those that have relatively few underlying 

variables with low interconnectivity (Simon, 1962; e.g., Funke, 1991; Felin & Zenger, 2014). 

Additionally, these variables are relatively clear and unambiguous to the problem solver (Klein, 1998; 

Laureiro‐Martínez & Brusoni, 2018). To illustrate, consider a CEO of a handset manufacturing company 

trying to estimate the future sales of the Apple iPhone, a competing product. She would have ample 

 
complex function than P-type (e.g., interactions of variables, exponential functions) to solve, respectively 

(Moldoveanu, 2009). 
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access to historical data from which to extrapolate a range of future sales. The underlying variables such 

as average consumer disposable income and phone features are few in number and quite independent in 

terms of their effect on future sales. For instance, phone features have very little to do with disposable 

income and neither of these variables should impact their effect on phone sales.  

Second, low complexity ill-structured problems are similarly complex but differ in terms of the 

ambiguity of underlying variables associated with the problem (Fernandes & Simon, 1999). In other 

words, relevant information associated with such outcomes may be noisy (Silver, 2012; Kahneman et al., 

2021). This is because such forecasting problems are often associated with nascent industry outcomes 

(Santos & Eisenhardt, 2009), in which there are no clear historical references to draw upon, resulting in 

significant variation in terms of individuals’ mental representations of the underlying variables.3 For 

example, consider the aforementioned CEO attempting to project the probability that an emerging handset 

with unique augmented reality (AR) capabilities will become mainstream in the near future. In this case, 

there are no clear historical reference points or clear drivers underlying the future outcome from which to 

form a forecast.  

Third, high complexity well-structured forecasting problems have many, well-identified 

underlying variables that are strongly interconnected in terms of their effect on the forecasted outcome. 

For instance, consider the previously mentioned CEO is trying to predict whether the U.S. Congress will 

pass a law that would mandate advanced cybersecurity hardware to be placed on all mobile devices, 

driving a significant increase in the cost structure of their products. Key underlying variables for this 

outcome may include (1) the quantity of major cyberattacks caused by breaches in mobile devices, (2) the 

quantity of users of mobile devices using a particular platform (e.g., Android), and (3) the quantity of 

firms lobbying the legislature to pursue such legislation, among others. These variables would be quite 

 
3 We would expect that forecasting problems would generally transition from ill-structured to well-structured over 

time as the predictive variables and relevant information sources becomes less equivocal. In fact, if the forecasting 

question regarding iPhone sales were posed during the emerging stages of the smartphone industry in which relevant 

information regarding iPhone sales was ambiguous, this question would be a good example of in ill-structured low 

complexity problem. Indeed, in our research design we pose the same forecasting question over a period of years 

and find that the question often shifts from an ill-structured to well-structured problem over time. 
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interconnected. For instance, as the number of mobile devices on a given platform increases, the incentive 

for hackers to pursue cyberattacks in that platform increases and this provides political pressure for 

Congress to act as they hear complaints from their constituents. Additionally, as cyberattacks increase, a 

growing number of firms are likely to lobby for the focal legislation because they have been negatively 

impacted by the cyberattacks, driving further pressure on Congress to pass the law.       

Lastly, high complexity ill-structured forecasting problems are those associated with many 

interconnected but ambiguous variables. These problems are similar to their well-structured high 

complexity counterparts, but are associated with events with little or no precedence such as technological 

breakthroughs, regulatory policy of emerging technology. For instance, consider the previous example 

regarding cybersecurity but suppose the forecast question was posed during an election year or during the 

nascent stages of the industry in which the underlying variables associated with the regulatory 

environment was quite ambiguous. In such a setting, the underlying variables would still be numerous and 

interconnected, but these variables would be generally ambiguous at the time of forecast.  

 Solving forecasting problems can pose various cognitive challenges for individuals. In terms of 

ill-structured forecasting problems, individuals must rely heavily on individual perceptions in order to 

make sense of the inherently ambiguous available variables and information (Klein 1998; Fernandes & 

Simon 1999; Laureiro-Martinez & Brusoni 2018). Such perceptions are prone to cognitive biases, which 

should increase the difficulty in solving these types of forecasting problems (Kahneman & Lovallo, 1993; 

Kapoor & Wilde, 2022). In contrast, well-structured forecasting problems are associated with relatively 

unambiguous underlying variables and are less reliant on the individual’s perceptions because evidence 

associated with forming a forecast is less equivocal.   

In terms of complexity, higher complex problems have a higher level of “landscape ruggedness,” 

and the solution search is cognitively more demanding in order to attend to and interpret the multiple 

interconnected variables (Gavetti & Levinthal, 2000; Jonassen, 2004; Helfat & Peteraf, 2015). These high 

cognitive requirements pose challenges to boundedly rational individuals in terms of their ability to 

effectively solve the problem. Contrastingly, lower complex forecasting problems require the individual 
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to account for fewer and independent variables, which should impose a much lower cognitive load on the 

individual.  

The joint variables of structure and complexity should impact the general forecastability of a 

forecasting problem. Low complexity well-structured forecasting problems should be somewhat 

straightforward to solve because the central task involved in these problems is to pay attention to 

relatively unambiguous information pertinent to the industry outcome in order to formulate a forecast of 

the future. In other words, if an individual can attend to new pertinent information associated with the 

forecast, they can essentially “connect the dots” to get a sense of a likely future outcome. In contrast, high 

complexity ill-structured forecasting problems should be particularly challenging because they require 

both high cognitive demands in terms of engaging in mental activities such as attention and interpretation 

and also rely heavily on individual bias-prone perceptions. Lastly, high complexity well-structured and 

low complexity ill-structured problems should be moderately challenging given the unambiguous but 

cognitively demanding task and the ambiguous but cognitively simple task, respectively, associated with 

these problems. Accordingly, we predict: 

Hypothesis:  The forecastability associated with an uncertain industry outcome would depend on 

the joint structure and complexity of the forecasting problem: lowest with high complexity ill-

structured, greatest with low complexity well-structured, and intermediate in the case of high 

complexity well-structured and low complexity ill-structured, respectively. 

 

METHODS 

Research setting and experimental design 

To test our hypotheses, we employ an experimental design through a novel method of forecasting 

tournaments, which include carefully designed questions bounded by time on a specific theme in which 

individuals provide probabilistic forecasts on possible answers with the goal of being the most accurate. 

Forecasting tournaments have emerged as an effective means of studying issues of cognition and 

forecasting over time within a realistic business context (Kapoor & Wilde, 2022).  

The research setting for the forecasting tournament is the evolution of the automotive industry, 

stemming from the emergence of electric and autonomous vehicles. The data for the study comes from 
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two successive forecasting tournaments – first from July 2017 to August 2018, and second from 

November 2018 to December 2019.4 Each tournament was designed and managed through collaboration 

with Good Judgment Inc., an organization that excels in designing and running such tournaments 

(Atanasov et al., 2017; Moore et al., 2017) and is hosted on the Good Judgment Open (GJ Open) 

platform, www.gjopen.com.5 Each of the two tournaments includes a set of carefully selected questions 

that relate to technological and commercialization progress, and government policies, whose resolution 

would have a significant impact on the emergence of electric and autonomous vehicles. We went through 

a rigorous process to generate questions for each of the two tournaments to make sure that each question 

is relevant to the ongoing transformation of the automotive industry, that each question would be 

resolvable to the satisfaction of all forecasters, and that all question options could feasibly occur within 

the question window.  

In order to ensure the relevance of each question, we had discussions with several industry 

experts and performed an extensive review of the literature and the popular press. Additionally, as part of 

the 2018-2019 tournament we followed a more rigorous question-generation process in which we 

assembled a panel of experts and the most accurate forecasters from the previous tournament to suggest 

the most important forecasting indicators toward the long-term evolution of the automotive industry. We 

then surveyed the panel members to rate each indicator in terms of how much its outcome would impact 

the long-term trend of the industry. The most informative indicators then served as the basis of the 

questions in the tournament.6 Importantly, most of our highly important indicators from this process were 

 
4 We also ran a shorter pilot tournament during 2016 to learn about this experimental design and its utility for the 

purpose of our research. We did not include data from this tournament because the GJ Open’s question-generation 

process was in the early stage of development. Nonetheless, as an additional exploration, we incorporated these data 

in our analysis and found qualitatively consistent results.  
5 Since its inception in 2015, the GJ Open platform has hosted dozens of forecasting tournaments covering 

geopolitical and other current affairs. The platform has attracted thousands of forecasters with a goal of being the 

most accurate. 
6 First, the panel anonymously completed a survey submitting potential events (i.e., indicators) over a 1-year 

horizon, the outcome of which would be indicative of the long-term outlook (7 years out) with respect to EVs and 

AVs. This process was motivated by Tetlock’s recently developed Full Inference Cycle Design for Forecasting 

Tournaments (Tetlock, 2017).  
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consistent with questions within the 2017 -2018 tournament, suggesting that our questions have strong 

relevance to the transformation of the automotive industry. We also had extensive consultations with 

Good Judgment Inc. to ensure that each of the questions are feasible within the specific time-period and 

resolvable using publicly-available data.  

Given the significant cognitive demands and time commitment associated with engaging in 

forecasting tournaments, it is important to motivate individuals to participate. The overarching motivation 

for individuals participating in these tournaments is to be more accurate than their peers, and to improve 

their forecasting skills in a real industry environment. There are several ways that forecasters can receive 

recognition on the GJ Open platform including digital certificates (badges) prominently displayed on their 

profile for being the most accurate within a tournament, and having their names displayed on 

leaderboards for best accuracy scores on a specific question or the entire tournament. Additionally, if they 

consistently illustrate superior performance they can earn the prestigious distinction of being a 

“Superforecaster,” which provides new professional opportunities through Good Judgment, Inc.  

Dependent variable 

Evaluating the forecastability of a problem is difficult to measure, but our research design 

provides a systematic way of doing so. We assess the challenge of forecasting a given question by 

measuring the forecast accuracy of each forecast made based on the difference between the forecasted 

probability (e.g., 80% “yes”) and the outcome of the question (e.g., 100% if the event occurred). It is also 

the same measure that is used to provide feedback to each forecaster on the accuracy of their forecasts 

relative to their peers on the GJ Open forecasting tournament platform and is driven by prior research 

(Jose et al., 2009; Tetlock et al., 2014).  

Questions within the forecasting tournaments come in two basic forms: (a) unordered questions 

in which there is no distinct order or rank in the option set (e.g., binomial questions such as A = “Yes”, B 

= “No”, or multinomial unordered such as A = “Yes, manufacturing without a Chinese partner”, B = 

“Yes, manufacturing with a Chinese partner”, C = “No”), and (b) ordered questions in which there is 

clear order or rank in the option set (e.g., A = “Less than 10,000”, B = “10,001 - 15,000”, C = “15,001 - 
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20,000”, D = “20,001 - 25,000”, E= “More than 25,000”). Unordered questions tend to be associated with 

forecasting of specific ill-structured problems whereas ordered questions are always associated with 

forecasting of specific well-structured problems.  

For unordered questions, the forecast accuracy is calculated as the sum of squared errors 

commonly called the probability (or Brier) score (Brier, 1950). Formally, the forecast accuracy for 

forecaster i on question q at time t is:  

 

where fijqt is forecaster i’s probability forecast for question option j for question q at instance t, r is the 

number of possible choices in which the event can fall (e.g., “Yes – with condition [A]”, “Yes – with 

condition [B]”, “No” would have r = 3), and ojq the actual outcome of the question choice j of question q 

(equals 0 if it does not happen and 1 if it does happen). For ordered questions, the forecast accuracy is 

calculated in a very similar manner but we assign partial credit for near-misses, meaning inaccurate 

forecasts that were close to the resolved answers (Jose, Nau, & Winkler, 2009). 7 The measure can range 

from 0 to 2, with lower values indicating greater accuracy. See Appendix 2 for details on the forecast 

accuracy calculations as well as illustrative examples.  

Independent variables 

Establishing the structure of a forecasting problem is a challenging empirical task. The central 

distinction between a well- and ill-structured forecasting problem is whether the underlying variables to 

consider in solving the problem are relatively unambiguous or ambiguous, respectively (Simon, 1973; 

Fernandes & Simon, 1999). Accordingly, we went through a three-pronged approach to help distinguish 

between forecast questions that embody more of a well-structured problem versus an ill-structured 

 
7 This distinction is important because the forecast accuracy calculation outlined above would not distinguish 

between less and very inaccurate predictions. Consider the question “How many public DC Fast Charge electric 

vehicle charging stations will be available in the United States?” with options A = “less than 2,400”, B = “between 

2,400 and 2,700 inclusive”, C = “between 2,701 and 3,100 inclusive”, and D = “More than 3,100”. If the question 

resolved with A, the method used on unordered questions would not distinguish between probabilities in B, C, or D, 

but clearly D was much more incorrect than B or even C.  
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problem. First, we considered that each question within the forecasting tournament platform offered 

background information for all forecasters. Importantly, experts at GJ Open curated the background 

information for each question from publicly-available information to ensure that any extant relevant 

information associated with a question would be included. Thus, we considered that the available 

background information for a well-structured problem would include unambiguous variables to solve the 

problem. In contrast, we considered that the available background information for an ill-structured 

problem would not include clear variables to consider, making the underlying variables to solve the 

problem somewhat ambiguous.   

For example, consider two forecast questions below, question A and questions B. The publicly-

available background information associated with question A included data (i.e. historical sales) that 

serves as an unambiguous underlying variable to help solve the forecast question, consistent with a well-

structured problem. In contrast, the only publicly available background information associated with 

question B was the announcement that motivated the question in the first place, leaving the underlying 

variables quite ambiguous, consistent with an ill-structured problem: 

Question A (well-structured) 

 

FORECAST QUESTION: "How many Mirais will Toyota sell or lease between January 2018 

and June 2018, inclusive?"  

 

BACKGROUND INFORMATION: The Mirai is Toyota's first commercially launched fuel cell-

powered electric vehicle (Toyata, Forbes, Toyota). Since 2015, Toyota has sold or leased over 

3,000 Mirais in the US, all in California (The Drive). Toyota Mirai sales data can be 

tracked here.  

 

Question B (ill-structured) 

 

FORECAST QUESTION: "A second question was "Before 1 April 2018, will General Motors 

test an autonomous vehicle in New York City?" 

BACKGROUND INFORMATION: Cruise Automation, the self-driving unit of General 

Motors, recently announced its intention to test autonomous Chevy Bolts in New York City a 

high regulation, high density location. 

 

Second, we explored structural differences across questions by analyzing voluntary comments 

that forecasters submitted as part of their forecasts. For instance, comments associated with one forecast 

http://carsalesbase.com/us-car-sales-data/toyota/toyota-mirai/
https://www.theverge.com/2017/10/17/16488330/gm-cruise-nyc-self-driving-car-test-cuomo
https://dmv.ny.gov/dmv/apply-autonomous-vehicle-technology-demonstration-testing-permit
https://dmv.ny.gov/dmv/apply-autonomous-vehicle-technology-demonstration-testing-permit
https://money.cnn.com/2017/10/17/technology/future/nyc-gm-autonomous-cars/index.html
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question may reference very similar variables across forecasters implying a more well-structured problem 

and another question may reference very different variables across forecasters implying a more ill-

structured problem. We combed through thousands of forecasts and found clear differences between 

questions for which the aggregate comments by forecasters converged to a common set of variables (e.g., 

sales volume last quarter) and those for which the aggregate comments by forecasters tended to vary 

widely in terms of variables considered across forecasters. Importantly, these two approaches provided 

very consistent differences across questions in terms of aligning with well- or ill-structured forecasting 

problems. 

Finally, as a third approach, we recruited 121 English-speaking adults based out of the United 

States through Prolific, a leading research participant recruiting platform that verifies and monitors 

participants, to independently categorize questions in terms of their structure. To do so, we administered a 

survey that first provided definitions and examples of ill-structured and well-structured problems based 

on our theory. Then, we asked the individual to categorize a single question that was randomly selected 

from four questions, two of which were well-structured and two were ill-structured based on the first two 

approaches. The vast majority of respondents (109 out of 120) categorized the assigned question 

consistent with the previous two approaches. In terms of quantifying the reliability of our categorizations, 

these results corresponded to a Cohen’s kappa statistic of 0.91, which is considered almost perfect 

agreement or reliability (McHugh, 2012). See Appendix 4 for further details. In total, 19 questions were 

categorized as well-structured and 17 questions were categorized as ill-structured.  

Designating the complexity of a forecast question is another difficult empirical  

challenge (Moldoveanu, 2009). We conceptualize the complexity of a forecast question as a function of 

the number of variables associated with the question, and the extent to which these variables interconnect 

(Simon, 1962). In order to capture complexity of a forecast question, we first considered that forecasters 

can voluntarily offer comments to justify each forecast. In total, our sample includes 4,351 comments 
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across the 36 questions.8 Such comments can reasonably represent a forecaster’s cognitive representation 

of the forecasting problem (Csaszar & Laureiro-Martínez, 2018). A central component of an individual’s 

cognitive representation is the perceived complexity of the problem (Gary & Wood, 2011; Csaszar & 

Levinthal, 2016; Martignoni et al., 2016).  

Drawing on natural language processing, we ascertain the complexity of each comment by 

identifying the variables being considered and the relationship between them (Karvetski et al., 2022; 

Tetlock et al., 2014). Specifically, we measure a construct called integrative complexity of each comment 

through a tool called autoIC as the basis for assessing complexity of each comment (Conway et al., 2014; 

Houck et al., 2014). Integrative complexity (IC) is a composite measure that considers both the degree of 

differentiation, meaning the number of distinctions made among mentioned variables within the text, 

(e.g., “on the other hand” indicates at least two underlying variables discussed) and (2) integration, 

meaning the extent of connections between these differentiated variables (e.g., “in conjunction with” 

indicates one factor is connected to another). To calculate IC, the program first collects all words or 

phrases within the text that are found in a dictionary of indicators for differentiation and separately found 

in a dictionary of indicators for integration. Next, each of these words or phrases are assigned a 

probability that it indicates either differentiation or integration.9 The software then provides a score for 

each differentiation indicator, if any, recording the highest score. If there were differentiation indicators, it 

provides a score for integration indicators, noting the highest score. These scores are then added together 

to offer a total IC score ranging from 1 (total lack of differentiation or integration), to 2 - 3 (levels of 

differentiation), to 4 - 7 (differentiation plus integration). This general approach is consistent with recent 

research capturing complexity of CEOs’ mental models (Graf-Vlachy et al., 2020; Malhotra & Harrison, 

 
8 This represents approximately 28% of all forecasts when including forecasts removed for individual fixed-effects 

analysis. 
9 These probabilities are based on training data from expert human scorers 
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2022), however, this approach has the additional benefit of incorporating phrases instead of just keywords 

and utilizes probabilities for categorization based on expert coders and trained datasets.10 

Below is an example of a comment that was used to categorize a question associated with legal 

precedence for self-driving vehicles as that of low complexity (1.75 out of 7): 

i don't really think there are enough self driving vehicles on the road right now for there to be 

an accident before the alloted time the only crash i could find on a precursory search was one 

involving uber and though they had disabled one of the safety features to prevent erratic 

behavior from the car neither uber nor the mfgr were liable in the crash this would set a 

precendent for case law in arizona if another crash happens in arizona i would assume the victim 

would need to take the case higher than state level.  

 

Notice the relatively few underlying variables driving the outcome (e.g., low quantity of self-driving 

vehicles on the road, and disabling safety features) and a lack of interconnectedness. In contrast, consider 

the comment below that was used to categorize a question associated with average industry-wide battery 

cost as that of high complexity (6 out of 7):  

considering a lot of capacity in battery production ia planned but not yet on the market i 

assume there will come down as soon as there is more competition however from this side i dont 

expect much of a pressure until 2020 the other side is the cost side combined with the law of 

more technical development capability vs cost and eco of scale this will push the existing 

players to defend their positions ahead of new entrants so my best estimate currently is less than 

215 is absolutely in the reach i am curious about other's opinion and findings  

 

We see many more underlying variables (e.g., “technical development capability”, “existing players”, 

“eco of scale”, “cost side”) and evidence of their interconnectedness (e.g., “the cost side” is connected to 

“technical development capacity”).   

This approach to measuring complexity is very consistent with Simon's (1962) two-pronged 

conception of complexity we theorize. Indeed, the notion of differentiation is a strong indication of the 

number of variables underlying a problem and the notion of integration is indicative of the 

interconnectedness of these variables. This methodology has also been used on forecaster comments 

within forecasting tournaments as a means to measure complexity (Karvetski et al., 2022).   

 
10 An alternative operationalization of mental representation complexity is based on the number of elements 

mentioned in a survey (e.g., number of competitors or number of strategies identified in a market) (Mcnamara et al., 

2002). However, while this is approach captures differentiation, it does not consider issues of integration consistent 

with our theory. 
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 We assume that if the average integrative complexity within comments of a forecasting question 

is high (low), the overall complexity of the forecasting problem is likely high (low) as well. Therefore, we 

calculated the mean complexity score for each question and if this score was higher than the median score 

of all questions (i.e., 1.69) we designated the question as high complexity, and as low complexity 

otherwise. Given the low median score, for robustness we incorporate an alternative operationalize of 

high complexity based on the percentage of total comments in a question with complexity scores of 4 to 7 

out of 7 (Model 6), finding consistent results. Figure 1 outlines the distribution of forecasts and questions 

that fall into each of the four quadrants, with Quadrant 1 as high complexity ill-structured problems, 

Quadrant 2 as high complexity well-structured problems, Quadrant 3 as low complexity well-structured 

problems, and Quadrant 4 as low complexity ill-structured problems.  

--------------------------------------- 

Insert Figure 1 Here 

--------------------------------------- 

Appendix 1 includes the list of questions for the two tournaments, with specific question-level 

details of its structure and complexity (e.g., a high complexity, ill-structured problem is indicated by 

quadrant “1”), when the question was launched, when it was closed, how it was resolved, how many 

individuals participated, and the total number of forecasts. The hypotheses are tested on a dataset of 

14,779 forecasts made by 1,395 forecasters on 36 questions. These forecasters come from various 

professional backgrounds that encompass entrepreneurial, managerial, and technical roles. A common 

characteristic among them is their many years of work experience and their involvement in decision 

making across a variety of industry settings.11  

Control variables 

We control for a number of individual- and question-level covariates that may affect the accuracy 

of the focal forecast. First, we consider that forecasters are able to update their beliefs (forecasts) on a 

 
11 For reasons of privacy, we are unable to determine the specific background and the demographic characteristics of 

each of the forecasters. However, a small number of forecasters (1,015) do disclose their backgrounds in their user 

profile on the GJ Open platform, and we used a matching process to identify additional information on 601 

forecasters on publicly available sources such as LinkedIn. When controlling differences in experience, we found 

consistent results to our main findings.  
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given question over time. Updated forecasts may reflect new information resulting in superior forecast 

accuracy. We, therefore, operationalize the updating of beliefs through a simple proxy (1/0) variable 

belief updated equaling one if the forecast is an updated forecast on the focal question and zero if not. We 

also account for differences in uncertainty, meaning the general unpredictability of a specific real world 

issue (Koopmans, 1957; Packard et al., 2017), faced by the forecaster when she makes her forecast. 

Higher uncertainty should generally negatively affect forecast accuracy.12 We measure uncertainty based 

on the forecast accuracy of the daily consensus forecast.13 The variable is operationalized as the mean of 

the forecast accuracy of the consensus forecast for each of the three days surrounding the date of the focal 

forecast.14  

We account for differences in terms of the forecasters engagement within the forecasting platform 

during the focal question, which may be effecting the accuracy of the forecast. We do so by including the 

variable days active, which is the log of the number of days the forecaster logged on the GJ Open 

platform during the months the focal question was available for forecasting on the platform.  

The variable questions platform is the log of the number of total questions answered by the forecaster on 

the platform during the time that the focal question is available for forecasting. The variable questions 

 
12 Note that ambiguity is distinct from uncertainty. While ambiguity is associated with a lack of clarity in the 

underlying drivers causing outcomes, uncertainty pertains to the general unpredictability of outcomes (Santos & 

Eisenhardt, 2009). Thus, an ill-structured problem is by definition ambiguous, but may vary in terms of its 

uncertainty. 
13 The daily consensus forecast is calculated based on an algorithm developed by Good Judgment Inc. It is 

calculated by first creating a set of the most recent forecast for each forecaster on the given question as of that day. 

From this set of forecasts, a subset of the larger of (a) the most recent 40% of the forecasts, or (b) all forecasts from 

the last 72 hours is generated. The consensus is calculated as the median of this subset of forecasts. The 40% criteria 

provides a good mix of recent activity and historical perspective from forecasters. The 72-hour criteria is useful 

during periods of high forecasting activity such as when a new question is launched. During such periods, the use of 

the 40% criteria would only capture a few hours of forecasting thereby limiting the representativeness of the 

consensus. The median is used to mitigate the effects of outliers. 
14 An alternative operationalization of uncertainty could be based on the distribution of forecasts made by 

forecasters on a given question. However, using such distribution-based measures of uncertainty in the forecasting 

tournament where each forecaster provides probability estimates bound between 0% and 100% with respect to 

different choices may be problematic. To illustrate, consider a binomial (“Yes”-“No”) question in which the 

collection of forecasts have a very low variance, but in which the mean of forecasts is close to 50% “Yes.” In this 

case, the low variance may suggest low uncertainty as described above, but the central mean in probability may 

indicate high uncertainty because forecasters are unitedly uncertain whether the question will resolve closer to 0% or 

100%. 
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domain is the count of questions forecasted by a forecaster in a tournament within the same domain (i.e., 

electric vehicles or autonomous vehicles).  

We also control for the number of peer forecasters on a given question through the variable 

forecaster count, which measures the count of other forecasters who forecasted the focal question during 

the three day window [-1,+1] between one day before and one day after the focal forecast. Higher count 

of forecasters may provide more information for forecasting, and may help improve the forecaster’s 

accuracy. To test for robustness, we also expand the time windows for forecaster count and uncertainty to 

five days [-2, +2] and seven days [-3, +3]. Additionally, we control for whether a forecaster submitted a 

comment with her forecast, which may reflect a deeper analysis underpinning the forecast and therefore 

forecast accuracy, through the dichotomous (1/0) variable commented. We also account for the fact that 

some forecasters participated in multiple automotive industry forecasting tournaments that we had 

designed through the dichotomous (1/0) variable multiple tournaments. Finally, because individuals can 

forecast at different times and earlier forecasts may be associated with lower accuracy, we include the 

variable days-to-end as the number of days between when the forecast was made and when the question 

was closed. 

Statistical analysis 

We control for unobserved time-invariant differences across individuals, and we estimate the 

following equation using fixed effects ordinary least squares regression, employing the reghdfe procedure 

in Stata: 

 
where yiqt is forecaster i’s forecast accuracy on question q at time t, Xiqt is the vector of independent and 

control variables, Fi is the vector of dichotomous categorical variables for each individual, and uiqt is the 

error term.  

--------------------------------------- 

Insert Table 1 Here 

--------------------------------------- 
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RESULTS  

The descriptive statistics and pairwise correlations for the variables are displayed in Table 1. The 

results from the regression analyses are reported in Table 2. Note that higher values of the dependent 

variable imply lower accuracy of the forecast. Model 1 is the baseline model and includes all the control 

variables. On average, individuals tend to have higher forecast accuracy (lower value) when the forecast 

is an updated belief (forecast), when uncertainty is lower, and when the individual is more active on the 

platform. Additionally, we see evidence that forecast accuracy tends to be lower when the individual 

forecasts more questions within the platform and forecasts more questions in the same domain as the focal 

question, when there are more individuals forecasting around the forecast, when a comment is included, 

and when the resolution of the question is more days away.  

Model 2 is the full model and includes dichotomous variables for three of the four quadrants of 

forecasting problems, with quadrant 3 as the omitted variable. The coefficient of High complexity ill-

structured forecast questions is positive and significant (p<0.000), suggesting high complexity ill-

structured forecasting problems are significantly more challenging on average than low-complexity well-

structured questions. Additionally, the coefficient of Low complexity ill-structured and High complexity 

well-structured  forecast questions are positive and significant at p<0.000, meaning both quadrants are 

also on average more challenging to forecast than low-complexity well-structured questions. These two 

estimated coefficients are also lower in magnitude than the coefficient for high complexity ill-structured 

forecast questions, and Wald tests of the equality of these coefficients with that for high complexity ill-

structured forecast questions were both rejected at p=0.000 (Table 3). Collectively, these findings 

strongly support our Hypothesis that the forecastability of forecasting problems would be lowest for 

problems in quadrant 1 (ill-structured high complexity), highest in quadrant 3 (i.e. well-specified low 

complexity), and intermediate in both quadrant 2 (well-structured high complexity) and quadrant 4 (ill-

structured low complexity). We also observe the coefficient for quadrant 4 is higher in magnitude than 

quadrant 2 and find that this difference is marginally significant (p=0.092), suggesting that forecasting 

challenges associated with ill-structuredness may be marginally higher than challenges associated with 
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complexity.   

 

--------------------------------------------------------- 

Insert Tables 2 and 3 Here 

--------------------------------------------------------- 

Robustness Checks 

  

Table 4 outlines a series of additional analyses we conducted to assess the robustness of our 

results. Table 5 displays robustness results related to the Hypothesis. We first considered that our results 

may be driven by the fact that most questions that are categorized as well-structured tend to be 

multinomial ordered in which the forecast accuracy is calculated slightly differently than unordered 

questions. Model 3 includes a dichotomous (1/0) variable indicating whether the focal question is 

multinomial-ordered. We also consider that we may find significantly different results using different 

time windows for calculating the uncertainty and forecasters count variables. Model 4 applies a five-day 

window [-2,+2] comprising of two days before and two days after the focal day, and Model 5 applies a 

seven-day window [-3,+3] comprising of three days before and three days after the focal day. Finally, 

Model 6 incorporates an alterative classification of high vs. low complexity questions based on the 

percentage of total comments in a question that has significantly high complexity (i.e., complexity score 

of 4 - 7 out of 7). The estimates from all of these analyses and differences between their subsample model 

counterparts are qualitatively similar to our main findings and continue to offer strong statistical support 

for our predictions. 

--------------------------------------------------------- 

Insert Tables 4 and 5 Here 

--------------------------------------------------------- 

Post-hoc Analysis: Exploring ways to improve industry foresight 

We have theorized and shown that the forecastability associated with an uncertain industry 

outcome depends on both the complexity and the structure of the forecasting problem such that the lowest 

forecastability would be for high complexity ill-structured, the highest would be low complexity well-

structured, and intermediate forecastability would be for both high complexity well-structured and low 

complexity ill-structured. Yet, we do not theorize how individuals may improve their forecasting of 
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different types of forecasting problems. As a post-hoc analysis, we utilize the unique structure of our 

forecast data to explore heterogeneity among individuals in terms of the forecasting behavior and the 

forecasting accuracy.  

Specifically, we focus on the heterogeneity among forecasters in terms of whether and how they 

update their beliefs (forecasts) for a given question. We found evidence that belief updating, in general, is 

associated with superior forecasting accuracy. Updating of beliefs is a cognitively demanding task as 

individuals need to attend to new information, interpret it, and incorporate it into an updated belief. The 

updated belief that is premised on new information is likely to be more reflective of the industry’s 

evolutionary trajectory. Additionally, how individuals update their beliefs may also affect their forecast 

accuracy. For example, individuals may follow the representativeness heuristic in which they consider 

new evidence to be representative of the new state of the world regardless of prior states of the world 

(Kahneman & Tversky, 1973). Accordingly, the updated belief may correspond to an “overreaction” to 

new information. On the other hand, individuals may follow the anchoring heuristic in which they believe 

the prior information is representative of the real world regardless of the new evidence (Kahneman et al., 

1982). In this case, the updated belief may correspond to an “underreaction” to new information. Belief 

updating guided by Bayes rule (i.e., Bayesian belief updating) can mitigate issues of under- or 

overreaction in forecasting (Kahneman & Lovallo, 1993; Kapoor & Wilde, 2022). This is because such a 

mental process strikes a balance between considering information underpinning prior forecasts and new 

information when updating one’s forecasts (DeGroot, 1970).  

We evaluate the effectiveness of whether and how an individual updates their beliefs for the 

different types of forecasting problems. For the subset of observations that represent updated beliefs on a 

given question, we draw on recent research by Augenblick & Rabin (2021) to identify characteristics that 

are aligned with a Bayesian belief updating process and those which diverge from such an updating 

process (see Appendix 3 for details). We utilize this approach to operationalize forecasting behavior 

through three dichotomous variables (1/0)—Bayesian belief updated equaling one if the updated forecast 

corresponded to a Bayesian process, non-Bayesian belief updated equaling one if the updated forecast did 
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not correspond to a Bayesian process, and First forecast (with or without subsequent updating) as the 

omitted category.  

--------------------------------------------------------- 

Insert Table 6 Here 

--------------------------------------------------------- 

The results are reported in Table 6. Model 7 replicates our main model and explores whether and 

how an individual updates their beliefs impacts the forecast accuracy. Model 8 includes interaction terms 

between problem types and belief updating. As compared to forecasts that do not capture a belief 

updating process, those that capture a Bayesian belief updating process are associated with higher forecast 

accuracy, and those that capture non-Bayesian belief updating are statistically indistinguishable in terms 

of forecast accuracy. This finding points to the overall effectiveness of Bayesian belief updating process 

with respect to forecast accuracy. In exploring the interactions between belief updating and different types 

of forecasting problems, the non-Bayesian belief updating seems to be particularly detrimental to high-

complexity ill-structured forecasting problem, whereas the Bayesian belief updating does not seem to 

have any significant interaction with the different types of forecasting problems. These findings suggest 

that while different types of forecasting problems within an industry context are subject to different 

degrees of forecastability as we had predicted, a Bayesian belief updating process can help improve 

forecast accuracy for all types of forecasting problems. Moreover, belief updating that does not conform 

to a Bayesian process can actually be detrimental for ill-structured and high complexity forecasting 

problem.  

DISCUSSION  

Managers and entrepreneurs engage in forecasting the industry context as a means of anticipating 

and acting on opportunities and threats within an evolving industry (Porter, 1980; Barney, 1986; Eckhardt 

& Shane, 2003; Teece, 2007; Csaszar & Laureiro-Martínez, 2018). In this study, we propose that 

forecasting can be viewed as a problem-solving process in which managers and entrepreneurs search for 

relevant information and develop a conjecture about future industry outcomes.  
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We develop a general framework around the forecastability or general difficulty of forecasting 

problems contingent upon the joint complexity and structure of the problem (Simon, 1973; Fernandes & 

Simon, 1999; Jonassen, 2004). We consider that forecasting problems of high complexity imposes 

significant cognitive demands in terms of attention and interpretation in order to manage the multiple 

interconnected variables underlying the problem solution (Simon, 1962; Funke, 1991; e.g., Felin & 

Zenger, 2014). This cognitive strain can inhibit an individual’s ability to accurately solve the forecasting 

problem. We further consider that ill-structured problems require individuals to rely heavily on their 

perceptions to make sense of the inherent ambiguity associated with the problem (Simon, 1973; 

Fernandes & Simon, 1999; Laureiro‐Martínez & Brusoni, 2018). Perceptions are prone to cognitive bias, 

which should reduce the effectiveness with which an individual solves the forecasting problem 

(Kahneman & Lovallo, 1993; Kapoor & Wilde, 2022). Collectively, we argue that the forecastability of a 

forecasting problem should depend on both problem complexity and problem structure, the lowest for 

high complexity ill-structured problems, the highest for low complexity well-structured problems, and 

intermediate for low-complexity ill-structured and high complexity well-structured problems.   

We explore these arguments by employing a novel experimental design of forecasting 

tournaments, focusing on the evolution of the automotive industry during 2017-2019 shaped by the 

emergence of electric and autonomous vehicles. Drawing on a dataset of 14,779 forecasts made by 1,395 

individuals who participate in a leading global forecasting platform, we find strong and robust support for 

our arguments.  

These findings extend Simon’s original conceptualization of problem-solving (Simon, 1973; 

Fernandes & Simon, 1999) by showcasing how forecasting can be viewed as a problem solving process in 

which managers and entrepreneurs engage in cognitive search for relevant information to develop 

conjectures about future industry outcomes. They highlight how forecasting problems may impose 

varying degrees of cognitive demands based on the complexity and structure of the problem. Thus, the 

paper offers a framework for evaluating the general difficulty of various forecasting problems and how 
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managers and entrepreneurs might improve their effectiveness in forecasting key industry outcomes 

depending on the characteristics of the problem.   

Further, in a post-hoc analysis, we explore different forecasting behaviors that individuals may 

employ in order to improve their effectiveness in forecasting problems within an industry context. We 

find evidence to suggest that a Bayesian belief updating process can help improve forecast accuracy for 

all types of forecasting problems. Further, we observe that belief updating that does not confirm to a 

Bayesian process is detrimental for high complexity ill-structured forecasting problems.  

In so doing, the study contributes to the emerging theory-based perspective centered on how 

entrepreneurs and managers evaluate the industry context as a basis for strategic decision-making (Felin 

& Zenger, 2017; Camuffo et al., 2020; Coali et al., 2022; Ehrig & Schmidt, 2022). This literature stream 

has highlighted the benefits of making theory-driven conjectures in developing strategies and the 

importance of learning and experimentation in order to adapt strategies over time. We identify how the 

nature of the strategy problem itself may shape the relative effectiveness of theory-based conjectures and 

the importance of learning and experimentation. For example, theory-based conjectures are likely to be 

less accurate for high complexity well-structured problems than for low complexity well-structured 

problems. Further, a learning-based process that aligns with a Bayesian process is likely to improve 

forecast accuracy regardless of the question type. These insights may help explain recent evidence that 

entrepreneurs of early-stage ventures who engage in theory-driven decision making consistent with 

Bayesian belief updating make superior decisions and reach superior revenue performance (Messinese, 

2022).  

The study also sheds important light on the nascent literature stream on entrepreneurial and 

managerial foresight (Gavetti & Menon, 2016; Csaszar & Laureiro-Martínez, 2018; Peterson & Wu, 

2021; Kapoor & Wilde, 2022). It complements the extant literature that has largely focused on the 

subjective representations of uncertain outcomes by highlighting the importance of considering intrinsic 

characteristics of forecasting problems when evaluating the foresight of individuals or firms. 

Additionally, by invoking a problem-solving sensibility into the discourse, these findings help illuminate 
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specific cognitive challenges associated with particular types of forecasting problems faced by managers 

and entrepreneurs. 

Lastly, the study offers several methodological contributions. First, it utilizes a novel 

experimental design of forecasting tournaments to identify the forecastability of key industry outcomes 

faced my managers and entrepreneurs. Second, it offers a template for assessing the effectiveness of 

various forecasting behaviors. Finally, it provides a methodological guide for ascertaining the underlying 

complexity and structure of forecasting problems in a realistic managerial context.  

The study has a number of limitations. First, the findings are specific to shifts taking place in the 

automobile industry, and exploring other industry environments would help to evaluate the 

generalizability of our problem-solving framework. Second, our measurement of problem complexity and 

problem structure relies on voluntary comments and judgements by individuals, operationalizations that 

may not fully reflect the inherent nature of the problem. We hope that our approach can help guide future 

research on measuring this important source of problem heterogeneity for managers and entrepreneurs in 

a given business context. Despite these and other limitations, we hope that the study has contributed to 

our understanding of the managerial and entrepreneurial problem-solving processes associated with 

forecasting and shed light on when deliberate predictive strategies may be more or less effective. 
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Figure 1. A framework for analyzing industry forecasting problems 
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Table 1. Descriptive statistics and bivariate correlation matrix 

 Variables Mean SD Min Max 1 2 3 4 5 6 7 8 9 10 11 12 13 

1 Forecast accuracy 0.44 0.54 0.00 2.00 1.00             
2 High complexity ill-structured 0.21 0.41 0.00 1.00 0.08 1.00            
3 Low complexity ill-structured 0.20 0.40 0.00 1.00 0.07 -0.26 1.00           
4 High complexity well-structured 0.21 0.40 0.00 1.00 0.01 -0.26 -0.25 1.00          
5 Belief updated 0.52 0.50 0.00 1.00 -0.21 -0.06 -0.14 0.11 1.00         
6 Uncertainty 0.35 0.39 0.00 2.00 0.53 -0.03 0.08 0.09 -0.11 1.00        
7 Days active 3.33 2.02 0.00 6.40 -0.20 -0.06 -0.12 0.13 0.70 -0.07 1.00       
8 Questions platform 3.71 1.19 0.00 6.09 -0.10 -0.01 -0.05 0.04 0.42 -0.04 0.68 1.00      
9 Questions domain 3.96 2.77 0.00 10.00 -0.03 0.01 -0.01 0.08 0.26 0.03 0.40 0.67 1.00     

10 Forecaster count 10.99 9.64 1.00 76.00 0.12 0.00 0.07 -0.15 -0.28 0.07 -0.33 -0.21 -0.20 1.00    
11 Commented 0.27 0.44 0.00 1.00 -0.01 0.00 -0.01 0.03 0.07 0.00 0.12 -0.03 -0.02 0.02 1.00   
12 Multiple tournaments 0.33 0.47 0.00 1.00 -0.05 0.02 -0.04 0.08 0.29 0.01 0.41 0.35 0.26 -0.17 0.04 1.00  

13 Days-to-end 154.00 101.90 8.00 411 0.169 -0.01 -0.05 0.02 -0.24 0.18 -0.10 -0.07 -0.03 0.10 0.03 0.13 1.00 

Values above 0.01 and below -0.01 indicate significant at p<0.01. N = 14,779 
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Table 2. Forecast level coefficient estimates from fixed effects OLS regression 

(Note: Lower values of the dependent variable imply higher accuracy) 

Dependent variable:   

Forecast accuracy (1) (2) 

   

High complexity Ill-structured (Q1)  0.128*** 

  (0.012) 

Low complexity Ill-structured (Q4)  0.074*** 

  (0.012) 

High complexity well-structured (Q2)  0.053*** 

  (0.009) 

Belief updated -0.031** -0.020+ 

 (0.011) (0.011) 

Uncertainty 0.682*** 0.676*** 

 (0.013) (0.013) 

Days active -0.044** -0.041* 

 (0.016) (0.016) 

Questions platform 0.042* 0.056** 

 (0.018) (0.018) 

Questions domain 0.010** 0.012** 

 (0.004) (0.004) 

Forecaster count 0.002** 0.002** 

 (0.001) (0.001) 

Commented 0.027* 0.023* 

 (0.011) (0.011) 

Multiple tournaments 0.029+ -0.012 

 (0.017) (0.017) 

Days-to-end 0.000*** 0.000*** 

 (0.000) (0.000) 

   

Observations 14,779 14,779 

R-squared 0.448 0.454 

Individual FE YES YES 

 Robust standard errors in parentheses 

*** p<0.001, ** p<0.01, * p<0.05, + p<0.10 

Omitted category: Low complexity well-structured (Q3) 

 

Table 3. Difference between coefficient estimates using Wald tests 

Null hypothesis F stat Prob > F 

Q1 = Q2 33.89 <0.000 

Q1 = Q4 13.38 0.0003 

Q2 = Q4 2.84 0.0921 
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Table 4. Summary of robustness checks 

Model Robustness check Rationale 

3 Control for multinomial-ordered questions  Given the high correlation between well-

structured questions and multinomial-

ordered questions, the results may be driven 

by systematic differences in how the brier 

score is calculated for those questions 

4, 5 Applied five-day and seven-day windows 

surrounding the forecast to variable 

calculations 

There may be idiosyncratic effects during a 

three-day measurement period explaining 

results  

6 Alternative classification of high/low complexity 

questions based on the percentage of total 

comments in a question with significantly 

high complexity (i.e., complexity score of 4-7 

out of 7) 

Average complexity of comments may not 

reflect the complexity of a question as much 

as considering only highly complex 

comments  

 

Table 5. Robustness checks for full sample  

(Note: Lower values of the dependent variable imply higher accuracy) 
Dependent variable: (3) (4) (5) (6) 

Forecast accuracy Control for Mult. 

ordered questions 

Window =  

5 days 

Window =  

7 days 

Complexity based on % 

of high complex 

comments only 

High complexity ill-structured (Q1) 0.150*** 0.127*** 0.127*** 0.126*** 

 (0.039) (0.012) (0.012) (0.012) 

Low complexity ill-structured (Q4) 0.098* 0.073*** 0.073*** 0.066*** 

 (0.043) (0.012) (0.012) (0.011) 

High complexity well-structured (Q2) 0.054*** 0.049*** 0.049*** 0.041*** 

 (0.009) (0.009) (0.009) (0.009) 

Belief updated -0.020+ -0.021+ -0.021+ -0.018 

 (0.011) (0.011) (0.011) (0.011) 

Uncertainty 0.674*** 0.684*** 0.684*** 0.680*** 

 (0.014) (0.013) (0.013) (0.013) 

Days active -0.040* -0.039* -0.039* -0.040* 

 (0.016) (0.016) (0.016) (0.016) 

Questions platform 0.057** 0.055** 0.055** 0.044* 

 (0.018) (0.018) (0.018) (0.018) 

Questions domain 0.012** 0.012** 0.012** 0.010** 

 (0.004) (0.004) (0.004) (0.004) 

Forecaster count 0.002** 0.001 0.000 0.002** 

 (0.001) (0.000) (0.000) (0.001) 

Commented 0.023* 0.024* 0.024* 0.025* 

 (0.011) (0.011) (0.011) (0.011) 

Multiple tournaments -0.014    

 (0.017)    

Days-to-end 0.000***    

 (0.000)    

Multinomial ordered question 0.023    

 (0.041)    

     

Observations 14,779 14,784 14,784 14,779 

R-squared 0.454 0.457 0.457 0.454 

Individual FE YES YES YES YES 

Robust standard errors in parentheses. *** p<0.001, ** p<0.01, * p<0.05, + p<0.10,  

Omitted category: Low complexity well-structured (Q3) 
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Table 6. Effects of belief updating on forecast accuracy by quadrant 

(Note: Lower values of the dependent variable imply higher accuracy) 
Dependent variable: (7) (8) 

Forecast accuracy   

High complexity ill-structured (Q1) X  -0.012 

   Bayesian belief updated  (0.026) 

High complexity ill-structured (Q1) X  0.098*** 

   non-Bayesian belief updated  (0.028) 

Low complexity ill-structured (Q4) X  -0.003 

   Bayesian belief updated  (0.024) 

Low complexity ill-structured (Q4) X  0.046 

   non-Bayesian belief updated  (0.036) 

High complexity well-structured (Q2) X  0.009 

   Bayesian belief updated  (0.022) 

High complexity well-structured (Q2) X  -0.036+ 

   non-Bayesian belief updated  (0.021) 

Bayesian belief updated -0.048*** -0.045** 

 (0.014) (0.016) 

Non-Bayesian belief updated 0.005 -0.010 

 (0.014) (0.016) 

High complexity ill-structured (Q1) 0.129*** 0.107*** 

 (0.012) (0.019) 

Low complexity ill-structured (Q4) 0.083*** 0.076*** 

 (0.012) (0.018) 

High complexity well-structured (Q2) 0.049*** 0.067*** 

 (0.009) (0.018) 

Uncertainty 0.672*** 0.669*** 

 (0.013) (0.013) 

Days active -0.046** -0.045** 

 (0.016) (0.016) 

Questions platform 0.058** 0.060** 

 (0.018) (0.019) 

Questions domain 0.012** 0.012** 

 (0.004) (0.004) 

Forecaster count 0.002** 0.002** 

 (0.001) (0.001) 

Commented 0.024* 0.023* 

 (0.011) (0.011) 

Multiple tournaments -0.017 -0.019 

 (0.017) (0.017) 

Days-to-end 0.000*** 0.000*** 

 (0.000) (0.000) 

   

Observations 14,779 14,779 

R-squared 0.455 0.457 

Individual FE YES YES 
Robust standard errors in parentheses 

*** p<0.001, ** p<0.01, * p<0.05, + p<0.10   

Omitted categories: Low complexity well-structured (Q3), First forecast
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Appendix 1: Forecast Tournament Questions  

Tournament  Quadrant Question 
Launch 

Date 

Closed 

Date 
Resolution Forecasters Forecasts 

2018-19 4 
Before 1 January 2020, will the U.S. President sign legislation increasing the number of exemptions for 

autonomous vehicles allowed per manufacturer by the Federal Motor Vehicle Safety Standards? 
11/16/2018 1/1/2020 No 214 475 

2018-19 2 Between 1 October 2018 and 31 December 2019, how many Model 3 cars will Tesla deliver to customers? 11/16/2018 1/1/2020 

Between 

330,000 and 

380,000, 

inclusive 

233 917 

2018-19 3 
What will be the 2019 industry-wide average cost of Li-ion batteries used in battery-powered electric 

vehicles? 
11/16/2018 1/1/2020 

More than 

$155 but less 

than $170 per 

kWh 

191 492 

2018-19 2 
Between 1 January 2019 and 31 December 2019, how many reports of traffic accidents involving an 

autonomous vehicle will the California Department of Motor Vehicles receive? 
11/16/2018 1/1/2020 

Between 95 
and 115, 

inclusive 

221 824 

2018-19 1 
Before 1 January 2020, will General Motors launch a ride-hailing service open to the public in the U.S. 

which uses autonomous vehicles? 
12/14/2018 1/1/2020 No 289 553 

2018-19 3 
On 10 December 2019, how many total locations with Combined Charging System (CCS) fast chargers 

will be installed in the European area? 
12/14/2018 12/10/2019 

Between 

8,000 and 

8,999, 

inclusive 

172 468 

2018-19 4 Before 1 January 2020, will Tesla release an Autopilot feature designed to navigate traffic lights? 1/18/2019 1/1/2020 No 279 588 

2018-19 4 
Will legislation eliminating the unit limit per manufacturer for the U.S. federal electric vehicle tax credit 
become law before 1 January 2020? 

1/18/2019 1/1/2020 No 148 348 

2018-19 2 What will annual sales of new energy vehicles (NEVs) be in China in 2019? 1/18/2019 1/1/2020 
Less than 

1.25 million 
135 492 

2018-19 4 
Before 1 January 2020, will the registration deadline for Germany's ownership tax exemption for fully-

electric vehicles be extended beyond 2020? 
2/15/2019 1/1/2020 No 159 364 

2018-19 1 Before 1 July 2019, will AT&T, Sprint, T-Mobile, or Verizon offer 5G smartphones to US customers? 2/15/2019 7/1/2019 
Yes, all 4 of 

the companies 
159 397 

2018-19 1 Before 1 January 2020, will EV Rater list a full-electric vehicle with a range of 420 miles or more? 3/8/2019 1/1/2020 Yes 254 541 

2018-19 3 
Between 8 March and 31 December 2019, how many accidents involving a self-driving vehicle operating 

in autonomous mode in the U.S. will result in a fatality? 
3/8/2019 12/31/2019 0 accidents 325 666 

2018-19 1 
Before 1 January 2020, will Velodyne announce the release of a LiDAR unit with a maximum range of 

400 meters or more? 
3/8/2019 1/1/2020 No 124 324 

2018-19 3 What will be the price of regular gasoline in the U.S. per gallon on 30 December 2019? 4/26/2019 12/31/2019 

Between 

$2.40 and 

$2.650, 

inclusive 

157 592 

2018-19 1 
Before 1 January 2020, will a firm or paid backup driver operating a self-driving vehicle face criminal 
charges in relation to an accident involving a self-driving vehicle in the U.S.? 

4/26/2019 1/1/2020 No 220 444 

2018-19 2 
As of 31 December 2019, how many current and on target for production future full-electric vehicle 

models will EV Rater list? 
6/7/2019 12/30/2019 

More than 38 
but less than 

45 

59 198 

2018-19 1 

Before 1 January 2020, will the Federal Communications Commission (FCC) vote in favor of granting a 

waiver petition [GN Docket No. 18-357] to allow for the further deployment of Cellular Vehicle-to-

Everything (C-V2X) technology? 

6/21/2019 12/31/2019 No 59 156 

2018-19 3 
How many Plug-in Hybrid Electric Vehicles (PHEVs) will be registered in the UK in 2019, according to 

the Society of Motor Manufacturers and Traders (SMMT)? 
9/20/2019 1/1/2020 

More than 

27,000 
52 149 

2018-19 1 
Before 31 December 2019, will a Model 3 produced in Tesla's Shanghai Gigafactory 3 be delivered to a 

customer? 
9/20/2019 12/31/2019 Yes 105 367 
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Appendix 1: Forecast Tournament Questions (continued) 

Tournament  Quadrant Question 
Launch 

Date 

Closed 

Date 
Resolution Forecasters Forecasts 

2017-18 NA
15

 Between 21 July 2017 and 20 July 2018, a date after which they will sell only electric or hybrid vehicles?  7/21/2017 7/20/2018 No 593 1243 

2017-18 3 Before 1 July 2018, how many Model 3 cars will Tesla deliver to customers? 7/21/2017 7/1/2018 
Less than 

50,000 
518 1312 

2017-18 1 
Before 1 July 2018, will Uber, or any of its subsidiaries, agree to a settlement or be found liable for trade 

secrets violations in the case brought by Waymo in the Northern District of California? 
7/21/2017 7/1/2018 Yes 309 633 

2017-18 4 
Before 1 January 2018, will the U.S. President sign legislation increasing the number of autonomous 

vehicle exemptions allowed by the Federal Motor Vehicle Safety Standards? 
7/21/2017 1/1/2018 No 226 421 

2017-18 2 
What will be the 2017 industry-wide average cost of Li-ion batteries used in battery-powered electric 

vehicles? 
7/21/2017 1/1/2018 

>$230, but < 

$245 kWh 
178 404 

2017-18 3 How many Chevrolet Bolt EV's will be sold between January and June 2018? 8/18/2017 7/1/2018 
Less than 

10,000 
355 909 

2017-18 3 
On 29 June 2018, how many public DC Fast Charge electric vehicle charging stations will be available in 

the United States? 
9/8/2017 6/29/2018 

Less than 

2,400 
332 850 

2017-18 3 On 30 March 2018, how many GitHub forks will Baidu's Apollo autonomous driving software have? 9/8/2017 3/30/2018 

Between 

2,001 and 

3,000, 
inclusive 

241 849 

2017-18 1 
Before 1 July 2018, will Tesla announce that it will build a factory to manufacture electric vehicles in 

China? 
10/20/2017 7/1/2018 No 520 947 

2017-18 4 Before 1 July 2018, will Waymo launch a driverless transportation service open to the public? 11/17/2017 7/1/2018 Yes 370 547 

2017-18 4 Before 1 April 2018, will General Motors test an autonomous vehicle in New York City? 11/17/2017 4/1/2018 No 409 730 

2017-18 3 
Between 1 January 2018 and 30 June 2018, how many reports of traffic accidents involving an 

autonomous vehicle will the California Department of Motor Vehicles receive? 
12/8/2017 7/1/2018 

Between 20 

and 29, 

inclusive 

496 1072 

2017-18 4 Before 20 July 2018, will Audi sell or lease a motor vehicle with Traffic Jam Pilot? 1/24/2018 7/20/2018 No 312 506 

2017-18 2 On 29 June 2018, how many public hydrogen fueling stations will be available in the United States? 2/28/2018 6/29/2018 Fewer than 45 195 435 

2017-18 2 How many Mirais will Toyota sell or lease between January 2018 and June 2018, inclusive? 2/28/2018 7/1/2018 Less than 900 100 265 

2017-18 2 
As of 1 July 2018, how many manufacturers will hold permits for driverless testing of autonomous 
vehicles in California? 

4/18/2018 7/1/2018 Zero 154 312 

2017-18 2 Between 1 July 2017 and 1 July 2018, how many Model 3 cars will Tesla deliver to customers? 4/18/2018 7/1/2018 29,000 or less 107 391 

 

 

 

 

 
15 In the middle of the question window for this question, Good Judgment Inc made an important clarification in what the question was asking and how the question 
would be resolved. Accordingly, forecasts made before this clarification are unreliable for inference and we removed the question from analysis.  
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Appendix 2: Calculation details for forecast accuracy  

 
The forecast accuracy measure is the forecasting error, which is based on quadratic scoring rules 

(QSR) that measure the squared error between the predicted probabilities and the ultimate resolution of a 

question. For unordered questions including binary and unordered multinomial questions, the QSR is the 

sum of squared errors commonly known as the probability (or Brier) score (Brier, 1950). Formally, the 

daily forecasting error for unordered questions is calculated as follows: 

   
where fijqt is forecaster i’s probability forecast for question option j for question q at time t, r is the number 

of possible answer options in which the event can fall (e.g., “Yes – with condition A”, “Yes – with 

condition B”, “No” would have r = 3), ojq the actual outcome of the answer option j of question q (equals 

0 if it does not happen and 1 if it does happen). Errors range from 0 to 2, with lower errors indicating 

higher accuracy. 

  

To illustrate, consider a forecaster submits a forecast for the binomial question “Will annual sales 

of electric vehicles in China reach 500,000 in 2016?” with 80% for A = “Yes” and 20% for B = “No”. If 

the resolution of the question was A = “Yes”, then we would set the resolution for A as 1, and the 

resolution for B (and all other answer options if the question was  unordered multinomial) as 0. For each 

answer option, we then calculate the difference between the forecast and the respective resolutions, square 

the differences, and sum these together, thus arriving at (1 – 0.8) 2 + (0 – 0.2) 2 = 0.08. Given the forecast 

for the answer option that occurred was high at 80%, the forecasting error is quite low. For an unordered 

multinomial question with answer options A, B, and C, in which a forecaster’s forecast were A = 60%, B 

= 10%, C = 30% and option A occurred, the forecasting error would be (1 – 0.6)2 + (0 – 0.1) 2 + (0 – 0.3) 

2 = 0.26.  

 

For ordered questions, we follow (Jose et al., 2009) to apply a “sensitive-to-distance” QSR that 

assigns partial credit for near-misses (i.e., incorrect but close answers to the resolved answers). For the 

2016 tournament there were no ordered questions, so this second QSR is relevant for the 2017 - 2018 and 

2018 - 2019 tournaments. We calculate the error for ordered questions in the following steps. First, we 

generate a set of pairs of answer options by systematically splitting the r answer options into two groups 

where the threshold between the two groups shifts upward from between A and B to between B and C and 

so forth. Ultimately, this will generate r - 1 pairs such as A vs. BCD, AB vs. CD, and ABC vs. D for an 

ordered question with r = 4 answer options. Second, with these pairs in mind, we sum the forecaster’s 

probabilities associated with the answer options in each group. We also set the question group containing 

the resolved answer option to 1 and set the other group in the pair to 0. Third, we calculate the sum of 

squared errors for each of these pairs by squaring the difference between each group’s summed 

probabilities and the outcome (i.e., 1 or 0). Finally, we take the mean across these errors. Formally, the 

erroriqt for ordered questions is calculated as follows:  

 
where fijqt is forecaster i’s probability forecast for answer options j for question q at time t, ojq the actual 

outcome of the question q of answer option j at time t (i.e., equals 0 if the answer option does not occur 

and 1 if it does occur), r is the total number of answer options, and c is the ordered index number 

associated with an answer option (e.g., A = 1, B = 2, C = 3). Just as with unordered scores, ordered scores 

can range from 0 to 2 with lower scores indicating higher accuracy. However, for ordered questions in 

which the resolution is not on one of the polar end choices (e.g., not answer option A or the highest letter 
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option in the question such as C where r = 3), the score will range from 0 to less than 2. Nonetheless, due 

to question fixed effects in our analysis, this potentially lower upper bound is not a concern. 

 

To illustrate this calculation, consider the ordered multinomial question “On 29 June 2018, how 

many public DC Fast Charge electric vehicle charging stations will be available in the United States?” 

with options A = “less than 2,400”, B = “between 2,400 and 2,700 inclusive”, C = “between 2,701 and 

3,100 inclusive”, and D = “More than 3,100”. Further consider a forecast of A = 25%, B = 25%, C = 

50%, D = 0% and that option B occurred. We would first divide the four answer options of A-B-C-D into 

three binary pairs as follows: A versus BCD, AB versus CD, and ABC versus D. In the A vs BCD pair, 

the sum of forecasts for A is 0.25 and the sum of forecasts for BCD is 0.75. Also, because answer option 

B occurred, the outcome for BCD is 1 and the outcome for A is 0. We then arrive at the following score 

for the A vs. BCD binary pair: (0.25 – 0)2 + (0.75 − 1)2 = 0.125. We can repeat this process for the other 

binary pairs: AB vs CD: (0.5 − 1)2 + (0.5 − 0)2 = 0.50, ABC vs D: (1 − 1)2 + (0 − 0)2 = 0. Finally, we 

would average these errors to arrive at 0.208. If we were to employ the simpler forecasting rule used for 

unordered questions, this error would have been much worse at 0.875, not giving partial credit for 

predicting “near misses” of the A and C answer options that were near the resolution of B.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



39 

 

Appendix 3: Calculating Bayesian belief updating 

We draw on Augenblick & Rabin (2021) to consider that forecasting behavior consistent with 

Bayesian belief updating can be identified by considering all forecasts made by the individual for a given 

question. Specifically, Bayesian belief updating can be identified by observing an individual’s initial 

forecast and the magnitude of subsequent changes in forecast over time. A Bayesian belief updating 

process is such that the weaker an initial forecast (i.e., closer to 50%), the larger the subsequent updates 

should be. This approach is premised on individuals developing stronger beliefs (i.e., closer to 0% or 

100%) over time because relevant new information should make them more informed. Through this 

method, we can also uncover forecasting behavior that deviates from a Bayesian process. For instance, 

making a strong initial forecast followed by large updates is associated with overreaction and making a 

weak initial forecast followed by small updates is associated with underreaction (Augenblick & Rabin, 

2021). We follow Augenblick & Rabin (2021) to operationalize the relative shift in forecast according to 

the following calculation:  

   
Where fijqt is the forecaster i’s probability forecast for answer option j for question q at time t (i.e., each 

day beginning with the forecaster’s initial forecast of the question and over all days T until the question 

closes), fijq0 is the initial forecast of the focal question, and r is the number of possible answer options in 

which the event can fall (e.g., “Yes – with condition A”, “Yes – with condition B”, “No” would have r = 

3). A value of zero would indicate perfect Bayesian cognitive process, and the larger the deviation from 

zero, the greater is the extent of under-reaction (negative values) and over-reaction (positive values).  

 

We categorize forecasting behavior as Bayesian belief updating for observations between the 25th 

and 75th percentile of the distribution for each question, which has a median very close to zero, and 0 for 

observation that deviate significantly from the median (less than 25th percentile and greater than 75th 

percentile). This methodology has recently been applied to explore the extent of Bayesian belief updating 

in forecasting tournaments (Atanasov et al., 2020; Kapoor & Wilde, 2022). Finally, within our main 

dataset we operationalize each updated forecast as Bayesian belief updated equaling one if the forecast is 

associated with a Bayesian belief updating process at the individual-question level as indicated above, and 

zero otherwise. Similarly, we operationalize updated forecasts as non-Bayesian belief updated if the 

forecast is not associated with a Bayesian belief updating process, and zero otherwise.  
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Appendix 4: Question structure categorization survey 

To gain further comfort around our categorization of question structure, we recruited 121 

individuals from within Prolific, a leading research participant recruiting platform that verifies and 

monitors participants, to independently categorize questions via survey. These individuals were English-

speaking adults based in the United States. The survey first provided information outlining the difference 

between the two types of structures. Then, the survey provided a single forecast question from our 

tournament and asked the individual to categorize the question’s structure. This question was randomly 

selected from a set of four questions that represent the quadrants within our framework (see table below 

for list of questions and associated quadrants).  

 

A total of 109 (92%) responses aligned with our categorizations, with 29 of 33 (88%) agreeing 

with our categorization of the quadrant 1 question, 25 of 26 (96%) agreeing with the quadrant 2 question, 

27 of 29 (93%) agreeing with the quadrant 3 question, and 28 of 31 (90%) agreeing with the quadrant 4 

question. The Cohen Kappa comparing our classifications with those of the respondents was 0.91, which 

is considered almost perfect agreement (McHugh, 2012).  

 

We took several precautions to ensure the quality of these results. First, we considered that the 

words “ill” or “well” have strong connotations that may bias individuals’ responses. We, therefore, used 

“Type 1” and “Type 2” in place of “well-structured” and “ill-structured,” respectfully. Second, we 

considered that asking respondents to categorize multiple questions could bias their categorizations if they 

compared questions (e.g., some questions have longer background information than others, that may 

prime individuals to categorize them as well-structured). Moreover, the cognitive demanding nature of 

categorizing multiple questions could make a respondent’s first categorization higher quality than their 

subsequent categorizations. Accordingly, we imposed a conservative design of a single categorization 

task per individual. Third, we considered that individuals may give spurious responses by either using 

survey bots for their responses or by not paying attention during the survey. Accordingly, we required 

respondents to both explain the reason behind their categorization and also answer an attention check 

question that an attentive human would correctly answer. Two individuals did not pass these assessments 

and were excluded from our sample. Finally, we considered that providing examples of well- and ill-

structured problems with different length of background information could bias the individual in their 

categorizations. Therefore, we provided examples with similar length. Below is the core content of the 

survey.        

 

 

Section 1 of 1: Explaining Question Structure 

 

As part of our forecasting research, we asked individuals to make predictions regarding several important 

industry outcomes (forecast questions) dealing with the global automotive industry. 

 

Each question varied in terms of its structure based on its provided background information, ranging from 

Type 1 to Type 2. More specifically, Type 1 questions provided background information that clearly 

guided the individual with key factors, such as historical trend information, to consider when forecasting. 

In contrast, Type 2 questions provided background information that did not offer clear guidance as to the 

key factors or historical trend information to consider when forecasting.  

 

Let’s illustrate what we mean with two examples: 

 

Example Type 1 forecast question 
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FORECAST QUESTION: “How many Mirais will Toyota sell or lease between January 2018 and June 

2018, inclusive?”  

 

BACKGROUND INFORMATION: The Mirai is Toyota’s first commercially launched fuel cell-powered 

electric vehicle (Toyata, Forbes, Toyota). Since 2015, Toyota has sold or leased over 3,000 Mirais in the 

US, all in California (The Drive). Toyota Mirai sales data can be tracked here.  

 

This was a Type 1 problem because the background information provided clear relevant information 

(e.g., the historical data) from which you could make a reasonable forecast.  

 

 

Example Type 2 forecasting question 

 

FORECAST QUESTION: “A second question was “Before 1 April 2018, will General Motors test an 

autonomous vehicle in New York City?” 

 

BACKGROUND INFORMATION: Cruise Automation, the self-driving unit of General Motors, recently 

announced its intention to test autonomous Chevy Bolts in New York City a high regulation, high 

density location.  

 

This was a Type 2 problem because the background information did not provide clear relevant 

information (e.g., historical data) from which you could make a reasonable forecast.  

 

 

       How would you describe the structure of the forecast question below, given the 

provided background information? 

 

 [Randomly assigned forecast question. See below for questions]  

• Type 1 forecast question 

• Type 2 forecast question 

 

 

Please explain the reason behind your answer above (15 words or less): 

 

     _______________________________________  

The vehicle test you are about to take part in is very simple, when asked for your favorite vehicle you 

must select "Dodge Viper". This is an attention check.  

 

Based on the text you read above, what is your favorite vehicle?  

• Dodge Viper 

• Tesla Model 3 

• Maserati MC20 

• Chevrolet Corvette 

• Bugatti Divo 

END OF SURVEY 

http://carsalesbase.com/us-car-sales-data/toyota/toyota-mirai/
https://www.theverge.com/2017/10/17/16488330/gm-cruise-nyc-self-driving-car-test-cuomo
https://www.theverge.com/2017/10/17/16488330/gm-cruise-nyc-self-driving-car-test-cuomo
https://dmv.ny.gov/dmv/apply-autonomous-vehicle-technology-demonstration-testing-permit
https://money.cnn.com/2017/10/17/technology/future/nyc-gm-autonomous-cars/index.html
https://money.cnn.com/2017/10/17/technology/future/nyc-gm-autonomous-cars/index.html
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Representative questions from each quadrant used in the categorization exercise survey 

Quadrant Forecast question Background Information 

1 By the end of the year, will a firm or paid 

backup driver operating a self-driving 

vehicle face criminal charges in relation to 

an accident involving a self-driving vehicle 

in the U.S.? 

The legal implications surrounding self-

driving vehicles are of special interest to 

many stakeholders of the auto industry 

(Reuters, NY Times, The 

Atlantic, CNN, Popular Science).  

2 Will Nissan sell more than 15,000 units of 

the LEAF in the US in 2016? 

Nissan LEAF is the world’s all-time best 

selling battery-powered electric car, with 

global sales of over 200,000 units since its 

launch in 2010 (Nissan). More than 30,000 

LEAFS were sold in the US during 2014, up 

from 22,610 in 2013. However, there was a 

sharp decline in 2015 with total sales in the 

US amounting to only 17,269. The newly-

released 2016 LEAF has an upgraded 30 

kWh battery option which will yield an 

estimated 107-mile range, a 27% 

improvement over the 24 kWh option offered 

in the previous model (Car and Driver). 

During the first quarter of this year, 2,931 

units of LEAF were sold in the US. 

3 On 10 December 2019, how many total 

locations with Combined Charging System 

(CCS) fast chargers will be installed in the 

European area? 

The adoption of electric vehicles is subject to 

a "chicken and egg" problem where potential 

consumers want a more extensive charging 

network, but businesses want more electric 

cars on the roads to justify building those 

new charging stations (Reuters, Inside EVs). 

Europe has gone from zero Combined 

Charging System (CCS) fast charger 

locations in 2014 to 5,712 as of 14 December 

2018. This question will be resolved using 

the total installed charger locations listed on 

10 December 2019 from the "CCS Charge 

Map – Europe" website. 

4 Before the end of the year, will Tesla 

release an Autopilot feature designed to 

navigate traffic lights? 

Tesla CEO Elon Musk has expressed interest 

in adding a feature to navigate city streets, 

including traffic lights (Ars Technica, The 

Drive). 

 

 

 

 

https://www.reuters.com/article/us-uber-crash-autonomous/uber-not-criminally-liable-in-fatal-2018-arizona-self-driving-crash-prosecutors-idUSKCN1QM2O8
https://www.nytimes.com/2019/03/05/technology/uber-self-driving-car-arizona.html
https://www.theatlantic.com/technology/archive/2018/03/can-you-sue-a-robocar/556007/
https://www.theatlantic.com/technology/archive/2018/03/can-you-sue-a-robocar/556007/
https://edition.cnn.com/2019/03/08/tech/uber-arizona-death-criminal/index.html
https://www.popsci.com/self-driving-cars-cities-usa
http://www.nissan-global.com/EN/NEWS/2015/_STORY/151210-01-e.html
http://blog.caranddriver.com/2016-nissan-leaf-ev-offers-more-range-for-a-price/
https://www.reuters.com/article/us-autos-electricity-charging/plug-wars-the-battle-for-electric-car-supremacy-idUSKBN1FD0QM
https://insideevs.com/number-of-ccs-combo-dc-fast-chargers-in-europe-hits-5000/
http://ccs-map.eu/stats/
http://ccs-map.eu/stats/
https://arstechnica.com/cars/2018/12/elon-musk-promises-autopilot-update-to-allow-for-no-driver-input-at-all/
http://www.thedrive.com/news/25398/elon-musk-claims-teslas-autopilot-will-soon-handle-stop-signs-street-lights-and-roundabouts
http://www.thedrive.com/news/25398/elon-musk-claims-teslas-autopilot-will-soon-handle-stop-signs-street-lights-and-roundabouts

